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THE RELATIONSHIP BETWEEN  

AI AND PHILANTHROPY
From historical roots to modern convergence

Camilla Della Giovampaola and Maria Cristiana Tudor

1  Introduction

Recent advancements in artificial intelligence (AI) technology have prompted sectors to critically 
assess how they can best adapt to an increasingly AI‑operated world. The philanthropic sector is no 
exception, with philanthropists, practitioners, and academics questioning not only the implications 
of AI on the future of philanthropy but also the responsibility philanthropic organizations (POs) 
hold – as promoters of social good – in supporting the development of ethical and inclusive AI (EIAI) 
systems (Bernholz et al., 2010; Arrillaga‑Andreessen, 2015; Chu & Wang, 2019; Madianou, 2021).

Philanthropies’ two‑way relationship with AI, as both users and developers, is not new but 
rather one of the latest expressions of the interlocking of the two fields (Henriksen & Richey, 
2022). However, POs’ engagement with AI varies greatly across the sector. On the one hand, 
philanthropies linked to tech giants are leading the integration of AI into philanthropy and largely 
shaping the AI for Social Good (AI4SG) movement, an example being the Schmidt Futures. On 
the other hand, the majority of more traditional POs are largely lagging behind in their adoption 
of AI‑powered tools and overall digitalization (Google, 2019; Herzog et al., 2021). This raises 
questions about the role of philanthropy in an increasingly digitized civil society (Taddeo, 2016; 
Bernholz & Reich, 2017; Bernholz, 2021).

While most attention is currently focused on the organizational, legal, and ethical structures 
that need to be in place for a proper integration and development of AI within the philanthropic 
sector (Taddeo, 2016; Floridi et al., 2020; Kanter & Fine, 2020; Herzog et al., 2021), in this chap‑
ter we take a step back: we contextualize philanthropy’s relationship with technology over time 
and highlight the forces driving modern applications of AI within the philanthropic sector. This 
exercise aims to provide a more informed approach to discussions on the future trajectory of AI 
and philanthropy. In more detail, with the goal of providing an overview narrative of the intersec‑
tion of technology and philanthropy, this chapter adopts a historical lens and provides a trajectory 
over time from the mid‑1950s to today. First, we outline philanthropy’s early role in supporting AI 
research and development, and the subsequent rise of tech philanthropy and the AI for Social Good 
(AI4SG) movement. Second, we explore the opportunities and challenges that derive from philan‑
thropies’ adoption of technological tools, the latest of which are AI‑powered tools. Finally, we dive 
into the AI4SG movement, mapping key stakeholders and prominent AI4SG initiatives and trends.
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2  The evolution of philanthropic support in AI research

2.1  Funding the future – philanthropy’s early role in AI

The first recorded use of the term “Artificial Intelligence” (AI) is found in a 1956 grant applica‑
tion submitted by mathematician John McCarthy to the Rockefeller Foundation (Manning, 2020). 
Striding into uncharted territory, McCarthy needed to find a term to describe a new concept in 
computer science, where machines could perform tasks typically requiring human intelligence 
(Manning, 2020; Shubinski, 2022). McCarthy was seeking financial support from the Rockefeller 
Foundation to hold a two‑month conference titled the “Dartmouth Summer Research Project on 
Artificial Intelligence.” Granting the mathematician only half the amount he requested, namely 
$7,500, the conference took place in 1956 at Dartmouth College and is now widely recognized 
as the birthplace of modern AI (Rockefeller Philanthropy Advisors, 2019; Shubinski, 2022). Al‑
though this new field of computer science was understood by only a handful of researchers at this 
time, its significance was clear. Bell Laboratories, the International Business Machines Corpo‑
ration (IBM), and RAND all supported the conference to enable their key researchers to attend 
(Shubinski, 2022).

Philanthropy’s early endorsement of the development of AI technologies at Dartmouth Col‑
lege in 1956 set the ground for the sector’s ongoing commitment, with contributions to AI, 
Machine Learning, and Data Science technology (AIMS) philanthropy reaching $2.6 billion 
in 2021 (Herzog et al., 2021). However, the use of philanthropic resources to support the re‑
search and development of unexplored technological fields was not a new phenomenon (Zins‑
meister, 2016). On the contrary, the two fields have been experiencing a dynamic relationship 
for centuries; on the one hand, philanthropy contributes to technological progress, and on the 
other hand, technology allows philanthropy to achieve greater results and operate more effec‑
tively (as discussed in Section 3). The intersection of AI and philanthropy is one of the many 
manifestations of the intertwining of the fields of technology and philanthropy (Henriksen & 
Richey, 2022).

Philanthropy’s long‑standing commitment in supporting pioneering technological research 
and development is well documented in the literature (Bernholz et al., 2010; Michelson, 2020). 
From the Renaissance, where wealthy patrons supported inventors and scientists, to the Industrial 
Revolution, during which philanthropists played a pivotal role in the development of transporta‑
tion, communication, and infrastructure, and up to the philanthropists of the 21st century who 
are spearheading disease eradication and technological revolutions, examples are plentiful (Zins‑
meister, 2016; Michelson, 2020). Nonetheless, philanthropists’ belief in the need to tackle societal 
problems through scientific research and technology took an important turn at the end of the 19th 
century. Led by the work of the Rockefeller philanthropies, the rise of “science philanthropy” was 
a direct response to what the American magnate philanthropists of the time saw as the inability 
of charities to address the root causes responsible for creating and perpetuating human suffering 
(Bremner, 1994; Sealander, 2003; Bishop & Green, 2008).

Science philanthropy commonly refers to the giving of charitable funds for scientific or techno‑
logical research (Falk & Michelson, 2021). Although this philanthropic field of action has evolved 
and adapted over time, it retains one crucial feature, namely, its high‑risk tolerance (Bennett et al., 
2016; Falk & Michelson, 2021). Unlike government agencies, which are often bound to tight 
budgets and lengthy bureaucratic practices, POs enjoy greater operational freedom. Fields of re‑
search that are difficult to fund with taxpayers’ money can be spearheaded by philanthropists who, 
as private individuals, are far more flexible and agile with their resources. A recent example is phi‑
lanthropies’ fast response to the Covid‑19 pandemic, with POs committing more than $10 billion 
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globally in just over six months from the start of the pandemic in late 2019. Led by American and 
Chinese philanthropies, whose giving amounted to, respectively, more than USD 6 billion and 
USD 1 billion, POs’ contribution by May 2020 represented 38% of all the total Covid‑19 relief 
funds (Church, 2020; Council on Foundations, 2020; Watson, 2022). Moreover, as many POs are 
set up to help solve long‑standing societal problems, they can invest in technologies that do not 
provide immediate or guaranteed results but that are expected to have a positive effect on society 
in the long term. This characteristic also distinguishes POs from the for‑profit sector’s short‑term 
return approach.

Despite POs’ long‑standing role as funders of technology, it remains difficult to measure the 
extent to which POs fund science and technological innovations and the full impact of these invest‑
ments on society. While education, health, and economic and community development remain the 
largest recipients of national and transnational philanthropic funds, the field of technology and sci‑
ence is rarely mentioned on its own in contemporary reports on philanthropic giving trends (John‑
son, 2018; Rockefeller Philanthropy Advisors, 2022; Indiana University Lilly Family School of 
Philanthropy, 2023).1,2 Quite exceptionally, the Rockefeller Philanthropy Advisors’ report “Global 
Trends and Strategic Time Horizons in Philanthropy 2022” lists science and technology as the tenth 
focus area for that year. This appears to indicate that, although they exist as an individual focus area, 
technology and science are primarily funded by POs as a means to address global challenges such 
as education and health rather than for the sake of developing innovations in the field. This would 
align with the role of POs as promoters of social good rather than profit‑seeking institutions.

2.2  The rise of tech philanthropists in the 21st century

Tech leaders began to play an increasingly prominent role in the field of philanthropy in the late 
1990s and early 2000s following the dot‑com boom. As the internet generated enormous wealth 
and boosted the software and computer industry, tech companies and their founders decided to de‑
vote part of this wealth to philanthropy (Bishop & Green, 2008; The Economist, 2023). New foun‑
dations and funds were established, pioneered by the Bill and Melinda Gates Foundation in 2000, 
with the ambitious missions to address some of the world’s most challenging issues (Bennett et al., 
2016). Tech moguls brought with them their own ideas on charitable giving, distancing themselves 
from the grandfathers of modern philanthropy like American industrialists Henry Ford, John D. 
Rockefeller, and Andrew Carnegie. These industrialists had created and operated foundations that 
were designed to outlive them, employing numerous advisors to provide funds over many years 
to achieve a goal. Tech philanthropists, instead, wanted to operate differently, prioritizing data, 
speed, and impact (Bishop & Green, 2008; The Economist, 2023). By framing their donations as 
an investment in humanity rather than charitable giving, tech founders bring not only their vast 
resources to the table but also their own culture and methodology (Bishop & Green, 2008; Bennett 
et al., 2016; Torres & Zinsmeister, 2018).

Today, tech actors are leading philanthropic players, contributing billions of dollars annually 
to philanthropic causes around the world (Torres & Zinsmeister, 2018). According to the Chroni‑
cle of Philanthropy, of the $33.4 billion given away by America’s top 50 donors in 2021, about 
three‑quarters of those donations came from people who have made their fortunes in the tech in‑
dustry (The Economist, 2023). In India, the consultancy Bain & Company reports that tech titans 
hold about 8% of the total wealth of the country’s super‑rich yet their donations account for 35% 
of charitable giving (The Economist, 2023). In 2022, tech magnate Bill Gates made what is con‑
sidered the biggest philanthropic contribution of the year with a $5 billion donation to the Bill and 
Melinda Gates Foundation (Di Mento, 2022).
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In addition to their large and growing financial contributions, tech moguls’ involvement in phi‑
lanthropy continues to evolve as they craft new ways of practicing philanthropy. One such exam‑
ple is what is commonly referred to as “trust‑based philanthropy.” Popular among philanthropists 
of the caliber of Mackenzie Scott and Jack Dorsey, it involves moving away from philanthropy’s 
traditional “hands‑on,” reporting‑centered approach and giving trustees the freedom to decide 
how best to use the money (Kulish, 2021; The Economist, 2023). This frees grantees from time‑ 
consuming bureaucratic activities such as reporting requirements and grant applications, thus al‑
lowing them to focus on their work. For understaffed nonprofits operating with limited resources, 
this alternative way of giving is particularly valuable.

The recent rise of AI technologies, besides further enriching the tech industry, is also shap‑
ing tech moguls’ engagement with philanthropy. Drifting away from the conventional practice of 
writing huge checks in support of philanthropic causes, tech philanthropies are now leveraging 
their own corporate expertise and technological resources to advance social good (Shi et al., 2020; 
Henriksen & Richey, 2022). The latest expression of the interlocking of the fields of philanthropy, 
humanitarianism, and technology, this AI‑rooted philanthropic approach is commonly known as 
AI for Social Good (AI4SG) (Henriksen & Richey, 2022). While acknowledging that there is still 
a limited understanding of what exactly constitutes AI “for the social good” (Floridi et al., 2020; 
Shi et al., 2020), for the sake of clarity, this chapter adopts the following definition of AI4SG de‑
veloped by Floridi et al. (2020): “the design, development, and deployment of AI systems in ways 
that (i) prevent, mitigate or resolve problems adversely affecting human life and/or the wellbe‑
ing of the natural world, and/or (ii) enable socially preferable and/or environmentally sustainable 
developments.”

3  Technology’s impact on philanthropy

3.1  Tech‑driven change in philanthropy – a double‑edged sword

With a legacy of supporting the advancement of scientific and technological developments, as 
illustrated in Section 2, the philanthropic sector itself is shaped by these developments. Recent 
technological advancements have been both positively and negatively disrupting traditional phil‑
anthropic practices.

On the one hand, POs have been benefiting from technological innovations on multiple fronts, 
from the creation of new avenues for donor engagement and fundraising, to the facilitation of 
impact measurement and reporting activities (Bernholz & Skloot, 2010). The emergence of online 
giving platforms, combined with the rise of digital communication and social media, is amplify‑
ing the reach and effectiveness of philanthropic efforts, allowing for information and resources to 
travel at an unprecedented speed. By providing greater access to information and lower barriers 
to entry, digital giving is contributing to the democratization of philanthropy and the forming of 
“networked philanthropy” (Bernholz et al., 2010; Arrillaga‑Andreessen, 2015). Not only can peo‑
ple give directly to the causes they care about, but innovative giving mechanisms such as crowd‑
funding allow small donors to come together and pool their resources for greater impact, while 
forming networks dedicated to finding solutions to complex social problems. From peer‑to‑peer 
fundraising platforms such as GoFundMe and JustGiving, to the global philanthropic collabora‑
tive Co‑Impact, which runs million‑dollar funds and is financed by some of the world’s most re‑
sourceful philanthropic actors, technology has been key to pushing down barriers to philanthropic 
collaboration (Co‑Impact, 2023). Moreover, by narrowing the gap between giver and receiver, 
these technologies have the potential to empower both actors, giving donors more control and 
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information over their contributions and providing receivers a medium through which they can 
independently voice their demands (Arrillaga‑Andreessen, 2015).

On the other hand, the adoption of technological tools by philanthropies continues to present 
a number of challenges, risks, and ethical considerations, as discussed in the literature (Taddeo, 
2016, 2017; Bernholz & Reich, 2017; Floridi et al., 2018, 2020; Kanter & Fine, 2020; O’Brien, 
2022). A first challenge is the availability of data within the philanthropic sector. Databases of 
POs’ activities and strategies are often unavailable, incomplete, inaccurate, or contain irrelevant 
data (known as “data deserts”) (Tudor et  al., 2024). These shortcomings can severely hinder 
POs’ ability to leverage the power of AI and, in worst‑case scenarios, heighten bad practices that 
can dangerously magnify and reinforce preexisting inequalities and bias (Kanter & Fine, 2020; 
O’Brien, 2022). Second, even when data is available, storage and handling practices may not be 
aligned with the work of POs. Most AI software is designed to extract the maximum profit from 
digital data, which often entails the collection, long‑term holding, and handling of digital data. 
Such practices, particularly in vulnerable humanitarian settings, can be dangerous and lead to dis‑
crimination and polarization (Tudor et al., 2024). In addition to these more tangible risks, several 
ethical concerns surround the incorporation of AI technologies in POs, as explored in detail by 
Floridi et al. (2018, 2020), Taddeo (2016, 2017), and Bernholz and Reich (2017). Overall, it ap‑
pears that despite the numerous ethical frameworks and principles for AI that have been suggested, 
there remains a sense of disillusionment about their effectiveness, with POs questioning whether 
these frameworks adequately address the specific requirements of their sector (Coppi et al., 2021). 
This may well combine with a fear of alienation; being a largely human‑centric sector, the delega‑
tion of tasks from humans to machines may be perceived as unnatural and inadequate by many 
philanthropic professionals, who may view it as a dilution of their efforts (Tudor et al., 2024).

External risks, such as cyber‑attacks and data breaches, also exacerbate nonprofits’ mistrust 
in technological tools and affect the sector’s digitalization. Prominent examples include the cy‑
ber‑attack conducted against the International Committee of the Red Cross (ICRC) and the data 
breach against the NPO Broward Health of California, both in 2022 (CBS Miami, 2022; Duguin, 
2022; ICRC, 2022). In the United Kingdom (UK), the government’s Cyber Security Breaches 
Survey reported in the winter of 2022–2023 that 24% of UK charities had been victims of cy‑
ber breaches and/or attacks (United Kingdom Government Department of Science, Innovation & 
Technology, 2023). However, the UK government data also comes with the recognition that the 
charity sector “still has a long way to go” when it comes to preventing and responding to such at‑
tacks (United Kingdom Government Department of Science, Innovation & Technology, 2023). In 
the Asia‑Pacific region (APAC), the numbers are even higher. Infoxchange’s recent APAC NGO 
Digital Capacity report shows that one in six of the surveyed nonprofits had been the victim of a 
cybersecurity incident in the past year, with the number rising to one in three in Indonesia (Infox‑
change, 2023). These examples highlight that the relationship between NPOs and technological 
tools must be one of understanding, not just adoption; nonprofits must invest in building the neces‑
sary infrastructure to ensure the safe and effective use of these tools. This, undoubtedly, requires 
an investment of resources on the part of nonprofits that may not always be readily available.

Overall, the recent fast pace of AI development is opening up a myriad of new opportunities 
for all sectors, including the philanthropic sector. At the same time, however, this acceleration of 
digitalization has strained the ability of some actors to rapidly build the infrastructure needed to 
successfully adopt and benefit from AI‑powered tools. In this race to adapt, the nonprofit sector 
has been lagging behind, with the sector continuing to have one of the lowest rates of AI us‑
ages (Google, 2019; Herzog et al., 2021). A recent survey investigating Swiss POs’ current and 
potential use of AI tools appears to support this trend, indicating that, with a few exceptions,  
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the majority of Swiss philanthropies do not use AI tools or do so minimally, with less than 15% 
of POs reporting the use of any form of AI (Della Giovampaola et al., 2023). Moreover, the sur‑
vey reveals a mismatch between POs’ areas of current AI use and areas of desired AI support. 
Another study on Swiss POs also found an overall low level of digital presence, with only 30% of 
POs mapped across Switzerland having live websites (Tudor et al., 2024). In the UK, the Charity 
Digital Skills annual reports (2017–2023)3 outline how the country’s nonprofit sector continues to 
have a digital skills gap characterized by a lack of resources and unclear digital strategies, even 
after the Covid‑19 pandemic and lockdown, which forced the sector to largely go remote (Charity 
Digital Skills Report, n.d.). At the European level, a 2023 survey led by Philea on data science, AI, 
and data philanthropy in foundations across Europe showcases how, despite the diverse spectrum 
of data maturity levels among foundations, the internal use of AI and data science remains widely 
infrequent, with only a handful of exceptions (Candela et al., 2024). The survey report identifies 
a lack of expertise and know‑how as the primary reason for foundations’ lack of engagement with 
AI. Noting that these considerations are informed by the European context, which limits their 
generalizability, the lack of data and reports on the digitalization of philanthropies in other regions 
could be taken as an indication that the sector is also lagging behind elsewhere.

In contrast, tech philanthropies are leading philanthropic actors, especially in the AI for Social 
Good (AI4SG) space. While traditional philanthropic organizations struggle to adopt AI and digi‑
tal technologies, tech‑focused philanthropies, particularly those specializing in AI4SG, are at the 
forefront of this movement. These tech philanthropies are not only more adept at using AI, but they 
are also driving innovation in this space. The contrast, then, is that while the broader philanthropic 
sector is lagging in AI adoption and struggling with digital transformation, a specific subset of 
the sector – tech philanthropies, especially those focused on AI4SG – are not only adapting but 
leading in the use of AI for philanthropic purposes. This creates a divide within the sector, where 
the capabilities and impact of different types of philanthropic organizations vary significantly 
based on their engagement with and adoption of AI technologies. This reinforces a somewhat 
paradoxical relationship between technology and philanthropy. While non‑tech‑led philanthropies 
continue to fund technological advancements, with AI serving as a prime contemporary example, 
they remain cautious about the widespread adoption of technological tools, including those they 
themselves fund.

In sum, while technological innovations offer unprecedented opportunities to democratize 
giving, enhance donor engagement, and foster collaborative impact, they also pose significant 
challenges, such as data privacy concerns, cybersecurity threats, and the potential to exacerbate 
inequalities. This way, the tech‑driven change in philanthropy comes with both opportunities and 
challenges, representing a double‑edged sword.

3.2  Data philanthropy – an example of opportunities and challenges

The recent phenomenon of “Data Philanthropy” exemplifies the opportunities and challenges that 
derive from integrating AI in philanthropy and how these can impact POs’ digitalization. AI tools 
require data to operate, even when they are used to achieve social good. The digitalization of POs 
and the integration of AI technologies has created a demand for data, on the part of POs. While the 
philanthropic arms of tech companies can draw from their parent companies’ data storages, this is 
somewhat unnatural for the rest of the philanthropic sector. First, the sector suffers from so‑called 
“data deserts” due to a lack of good practices for uniformly collecting, filtering, and storing com‑
plete and accurate data (Kanter & Fine, 2020). Moreover, uneven data availability entails that issue 
areas where data is more abundant, such as health and climate change, receive far more attention, 
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as opposed to peace and justice, an issue area more complex to capture with data (Google, 2019). 
Second, due to the sensitive nature of the information, philanthropies often gather data with the 
principle of “collect little and destroy as soon as possible” (Bernholz & Reich, 2017). The cor‑
porate sector, on the contrary, is an important collector of data, particularly given the great value 
data holds in today’s digital civil society (Lev Aretz, 2019). Thus, data itself has now become a 
philanthropic resource, potentially on par with the more traditional financial and human resources 
donated to philanthropic causes.

Data philanthropy,4 the donation of data from private companies and individuals for socially 
beneficial purposes, and data‑raising, the effort to get people to give their data for a cause, are 
gaining traction (Taddeo, 2016, 2017; Lev Aretz, 2019; Bernholz, 2021). Data philanthropy, in 
particular, is becoming increasingly popular following the pioneering 2015 Ncell‑Flowminder 
collaboration that used mobile data to track the displacement of individuals after the Nepal earth‑
quake (Lev Aretz, 2019). Today, private sector companies such as Pfizer, Genentech, and Reddit 
are donating data to organizations, including the UN. The practice of data philanthropy offers the 
opportunity to harness the value of data for the social good, unlocking the many benefits that are 
derived from the sharing of information, especially in emergency settings (Taddeo, 2016). It also 
allows for the harnessing of an abundant resource. In today’s digital civil society, data is constantly 
being generated, whether actively through the use of devices or passively, such as passing through 
controlled spaces (Bernholz, 2021). While this constant tracking has many drawbacks, it also pro‑
vides significant access in times of need.

Nonetheless, data philanthropy differs from the donation of other resources such as financial 
or human resources. This is because while philanthropy has, traditionally, focused on voluntary 
giving of private resources, the ownership of which is largely clear and undisputed, digital data 
donated by private companies is contested property (Bernholz & Reich, 2017; Lev Aretz, 2019; 
Bernholz, 2021). The question as to who is the “true” owner remains: the person whose informa‑
tion is involved, the company that provides the software collecting the data, or the platform on 
which the data is collected? According to Taddeo (2017), data philanthropy is both morally am‑
biguous and desirable. It is morally ambiguous because, as currently practiced, it is in tension with 
individual rights, and desirable because of the positive change it can promote, such as speeding 
emergency responses and advancing scientific knowledge. This tension between individual rights 
and data philanthropy, Taddeo (2017) explains, is operational rather than structural, and can and 
should be resolved by putting in place the right ethical principles, protocols, and infrastructure. 
While the recent enactment of the General Data Protection Regulation (GDPR) in Europe and the 
California Consumer Privacy Act (CCPA) are important steps toward giving individuals greater 
control over their data, the question of data ownership is far from resolved.

At the same time, regulations governing how AI technologies use this data remain largely inad‑
equate. The fast pace of development of AI systems exacerbates this challenge, not only making it 
very difficult for policymakers and ethicists to keep up but also creating an imbalance of knowl‑
edge between the developers of AI systems and those charged with regulating them. The European 
Union’s (EU) AI Act, which was passed in 2023 and will come into force at the end of 2025, is the 
world’s first comprehensive AI law and an important step in the regulation of AI. Nevertheless, the 
regulation of AI and its data lags far behind the rapid developments seen in the AI space.

Overall, tech philanthropies’ access to and ability to manage this new form of philanthropic re‑
source, needed to run AI systems, namely data, allows them to position themselves as leaders in 
integrating AI into philanthropy. Moreover, tech philanthropies have the necessary mindset to drive 
change due to their culture of innovation. On the contrary, non‑tech philanthropies, which suffer –  
from the start  –  from a low level of digitalization and potential resource limitations due to their 
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nonprofit nature, are at a disadvantage when it comes to capitalizing on the benefits that AI can bring 
to philanthropic actions. This divergence between the tech and non‑tech philanthropies, however, 
should not obfuscate the fact that the innovation promoted by tech giants, including that advanced un‑
der the label of “philanthropy,” does not always result in public social good. Traditional philanthropic 
entities, with their expertise, can and should act as important checks and balances on AI philanthropy. 
In other words, while tech philanthropies can help the sector benefit from AI technologies, NPOs can 
work to mitigate the potential harms of AI in the field of social good. As Floridi et al. (2018) outline, 
it is not only the misuse of AI that needs to be avoided but also its underuse. As Section 4 expands, the 
discrepancy between the nonprofit and for‑profit AI4SG actors can be successfully bridged through 
cross‑sector, multi‑stakeholder partnerships, to ensure the successful deployment of AI.

4  AI for Social Good – stakeholders and modern applications

Having navigated the historical developments of the intersection of these two fields, AI and philan‑
thropy, we now turn our attention to the main movement dominating this landscape – AI for Social 
Good (AI4SG). This section will illustrate some of the key players in the field, as well as emerging 
trends and modern applications.

4.1  AI4SG stakeholders

Leaders in the research, development, and implementation of AI systems, transnational tech com‑
panies are driving the integration of AI4SG through their philanthropic arms. Prominent examples 
include Google.org, Microsoft’s AI for Good, and IBM’s Open Source (see more stakeholder ex‑
amples in Table 1.1), which are using their products, technological expertise, and financial re‑
sources to advance philanthropic endeavors. For example, in 2023 alone, Google.org invested 
$1 million to train NGOs in AI and cybersecurity, while Microsoft spent $60 million to empower 
NPOs and other organizations tackling the world’s most challenging health issues, in part by pro‑
viding them with the necessary AI tools and expertise (Choudhary, 2023; Microsoft, 2023).

However, the dominant role of tech companies should not obfuscate the fact that the AI4SG 
ecosystem is also populated by a variety of other stakeholders. It is important to recognize who 
these stakeholders are, their contribution(s), and how they interact, as it is the way they interact 
that determines the why, what, and how AI tools are used to advance social good. Table 1.1 pro‑
vides an overview of the main actors present in the space of AI4SG, categorized by role.

The use of AI to propel positive societal impact can stem from one of the following three stake‑
holder dynamics:

1	 Tech companies purposely developing AI technologies for social good;
2	 NPOs adopting AI tools designed for the for‑profit market and using them to propel positive 

societal impact;
3	 NPOs partnering with tech companies to create new AI tools (Bernholz & Reich, 2017; Kanter &  

Fine, 2020; Shi et al., 2020; Henriksen & Richey, 2022).

The three dynamics show how, even though actors in the AI4SG space may act alone or in 
partnership(s), tech companies are always present in one form or another. This presence can be 
direct, when they consciously develop an AI tool intended to bring societal good, or indirect, when 
their AI for‑profit products are utilized for such purposes. In other words, as Fine and Kanter 
(2020) note, a clear trend when it comes to AI and giving is the need of NPOs to partner with tech 

http://Google.org
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Table 1.1  Primary, secondary, and regulatory AI4SG stakeholders

Stakeholder Examples

Primary stakeholder:
Developer, user, and/or deployer 

of AI4SG technologies

Technology company or philanthropic arm of tech 
companies

Microsoft Philanthropies
Google.org
Google AI for Social Good
DeepMind Ethics & Society
NVIDIA Foundation

Philanthropic organizations (encompasses all 
nongovernmental organizations working to 
achieve positive societal impact)

Mastercard Impact Fund
Bloomberg Philanthropies
Robin Hood Foundation
OpenAI Inc.

Secondary stakeholder:
Financier or beneficiary of 

AI4SG technologies

Donor The Rockefeller Foundation
The Ford Foundation
The Bill & Melinda Gates Foundation
The Open Society Foundations

Beneficiary Local communities affected by climate change
Patients benefiting from AI‑driven healthcare initiatives
Students in underprivileged areas receiving AI‑enhanced 

education
Small‑scale farmers using AI for agricultural improvement
Refugees and displaced people receiving aid through 

AI‑enabled systems
(Potentially) Technology provider Amazon Web Services (AWS)

IBM Watson

(Continued )
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Table 1.1  (Continued)

Stakeholder Examples

Regulatory stakeholder:
Provide the legal and/or 

ethical framework for 
the development and/
or deployment of AI4SG 
technologies

Governmentsa or supranational organizations European Union’s AI Actb

European AI Alliance
International organizations United Nations’ International Telecommunication Union 

(ITU) AI for Good Initiativec

World Economic Forum – Centre for the Fourth Industrial 
Revolution

Research institutions Data Science for Social Good – University of Chicago
AI Now Institute – New York University
Ada Lovelace Institute (an independent research institute, 

funded by the Nuffield Foundation)
Alan Turing Institute
Oxford Internet Institute – University of Oxford
Stanford Institute for Human‑Centered Artificial 

Intelligence (Stanford HAI)
The Berkman Klein Center for Internet & Society
Swiss Data Science Center (SDSC) – a joint venture 

between EPFL and ETH Zurich
Centre for Artificial Intelligence Policy 

(CAIP) – University of Zurich
AI Ethics Lab – University of Basel

Advocacy groups Electronic Frontier Foundation (EFF)
Access Now
Future of Life Institute (FLI)
Center for Humane Technology
Algorithmic Justice League
Partnership on AI (PAI)

a	 Governments are also an important element of these partnerships. Not only do they provide the legal framework within which these partnerships can 
operate, but both for‑profits and NPOs often depend on governments for public data sources (Bernholz & Reich, 2017).

b	 https://artificialintelligenceact.eu/the‑act/.
c	 https://aiforgood.itu.int/.

https://artificialintelligenceact.eu/the-act/
https://aiforgood.itu.int/
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companies. Table 1.2 lists some examples. On paper, the partnering of NPOs with tech companies 
seems ideal. NPOs bring sector expertise and access to the problem(s) being addressed while tech 
companies provide the necessary resources and technical know‑how, as otherwise very few or‑
ganizations have both the social and technical expertise to successfully design and implement AI 
for good projects (Gosselink & Bromberg, 2019). Lacking either social or technical expertise, the 
risk of unintended consequences upon deployment majorly increases.

Increasing interconnectedness with and dependence on the private sector presents both op‑
portunities and obstacles for the nonprofit sector. On the one hand, these partnerships can greatly 
benefit NPOs and their work. In the case of POs, the use of AI can improve operational efficiency, 
donor engagement, grantmaking, monitoring and evaluation, and communication. It allows organ‑
izations to be more transparent, thus building trust with their public (Chu & Wang, 2019; Kanter &  
Fine, 2020). AI technologies can also uncover synergistic partnerships among philanthropic ac‑
tors, thus enhancing collaboration and maximizing pooling of resources for greater social impact 
(Tudor et al., 2024). In addition, once successfully adopted, these technologies can allow POs to 
cut down costs and operate on “new” budgets.

On the other hand, these ties can hinder the independence of the nonprofit sector. In particu‑
lar, proximity to the for‑profit sector leads to the clash of two very different cultures about the 
relationship between profit generation and social change. As Henriksen and Richey (2022) note 
in their research on Google’s tech philanthropy, profitability is highlighted as a key element in 
the use of AI4SG, with profit generation seen as positive for the advancement of social change. 
But Google is not the only example. This form of “for‑profit philanthropy,” which combines 
making money with doing good, is particularly popular among tech philanthropists. The Chan 
Zuckerberg Initiative (CZI) caused quite a stir in 2015 when it registered as a for‑profit limited 
liability company (LLC), openly blurring the lines between philanthropy and investment. Others, 
such as Peter Thiel and John Doerr, have also set up mechanisms designed to generate returns 
on their philanthropic investments. Open AI is another prominent example. Founded in 2015 by 
Elon Musk, Peter Thiel, and Sam Altman, among others, the research organization now consists 
of two entities: a nonprofit research segment, OpenAI Inc., and a for‑profit subsidiary, OpenAI 
Global LLC, which was established at a later date to enable the commercialization of its AI tech‑
nologies and applications.

Table 1.2  Examples of partnerships between NPOs and for‑profit companies

For‑profit NPO Objective

Maxar Technologies’ 
DigitalGlobe (a satellite 
imaging company)

USA for UNHCR (a nonprofit 
created to support UNHCR)

Provide satellite imaging to support 
with refugee assistance.

Microsoft Operation Smile Develop a facial modeling 
algorithm, which works with 
Microsoft Pix, to improve facial 
surgeries. 

Salesforce.org Philanthropy Cloud 
(philanthropic arm of 
Salesforce.org)

An employee engagement database 
product for corporations to 
facilitate employee giving, 
volunteering, and other social 
impact activities. 

Based on Kanter and Fine (2020).

http://Salesforce.org
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Although this new approach of for‑profit philanthropy can free philanthropic actors from 
some of the constraints of the nonprofit status and open new avenues for continuous reinvest‑
ment, Henriksen and Richey (2022) note how the message behind AI4SG problematically 
“frames controversial and profitable data practices as having public value, […] obscuring the 
power relations and politics of digital capitalism.” Notably, this juxtaposition of different values 
is possible, in part, because AI4SG remains a vague concept, as there is still limited understand‑
ing of what exactly constitutes AI “for the social good” (Floridi et al., 2020; Shi et al., 2020). 
The lack of a clear definition can benefit AI4SG, allowing it to grow and innovate beyond 
definitional boundaries. Floridi et al. (2020) outline how “context‑specific design and deploy‑
ment could prevent such value misalignment and deliver successful AI4SG projects on a more 
consistent basis.”

4.2  AI4SG modern applications

Alongside the diverse landscape of stakeholders of the AI4SG movement, equally important are 
the practical applications of this technology in philanthropic efforts. This section illustrates some 
of the varied ways in which AI is being used to address social challenges and enhance philan‑
thropic initiatives. It is worth noting that under the umbrella of AI for philanthropic purposes, we 
distinguish between two types:

1	 AI adopted by POs for an internal purpose, i.e., adopting AI technologies as part of the or‑
ganization’s normal operations to improve operational efficiency, such as AI‑powered donor 
matching; and

2	 AI used by POs or tech philanthropies5 for an external purpose, i.e., adopting AI technologies 
to enhance their social impact, for AI‑based satellite imagery analysis to better mitigate crisis 
response. The latter case is closely related to the broader concept of AI4SG, as previously de‑
fined in Floridi et al. (2020).

Concerning type (1) above, as discussed earlier, traditional POs remain either hesitant or under‑
resourced to adopt AI tools for internal purposes, lagging behind other sectors in their level of 
digitalization and AI adoption. Traditional POs’ unfamiliarity with AI systems also leads to a lim‑
ited deployment of AI technology for external operations (type 2), which can hinder their ability 
to achieve philanthropic impact. In contrast, tech philanthropies are deploying extensive AI solu‑
tions for both internal (type 1) and external (AI4SG, type 2) purposes. This comes as no surprise, 
considering that “philanthropy is just a drop in the bucket compared to the goliath‑sized tech 
platforms, the goliath‑sized AI companies, the goliath‑sized regulators and policymakers that can 
actually take a crack at this” (Dervishi, 2023). In addition, insights from the AI Index (Stanford 
University, 2023) reveal a shifting landscape in which the tech industry has rapidly outpaced aca‑
demia in developing state‑of‑the‑art AI and machine learning algorithms since 2014, reiterating its 
clear leadership in the AI space.

Most major tech companies have initiated AI4SG programs. For example, Microsoft Philan‑
thropies has launched five initiatives: AI for Health, Earth, Accessibility, Humanitarian Action, 
and Cultural Heritage; as well as a closely related program called Data for Society. Alphabet, 
Google’s parent company, has several programs, including AI for Social Good, AI Impact Chal‑
lenge,6 and AI for Global Goals.7 Examples of implemented projects include preventing blindness 
by detecting diabetic retinopathy with AI,8 forecasting river floods,9 building greener cities,10 and 
helping people with non‑standard speech be better understood.11
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From the side of traditional POs,12 such as Novartis Foundation, several notable AI for 
Health have been developed. AI4Leprosy aims to accelerate leprosy detection through im‑
age analysis of skin lesions, while AI4BetterHearts is pooling cardiovascular health data 
from hospitals and primary care centers to improve heart health outcomes globally. Similarly, 
AI4HealthyCities set out to understand how heart health can be improved by modifying the 
underlying social, economic, or environmental health determinants. Lastly, they partnered with 
Tencent to develop an AI nurse for patients diagnosed with heart failure – used to anticipate 
disease progression and provide targeted interventions, while allowing medical practitioners 
to track patients remotely.

In such a vast and exorbitantly fast‑paced field, understanding the landscape of possible AI4SG 
use cases is not a defined end goal, but rather an ever‑shifting landscape of novel, emerging solu‑
tions. Overall, AI4SG projects have been implemented across most sectors, domains, and Sustain‑
able Development Goals (SDG), with a McKinsey Global Institute (2018) report mapping over 
160 non‑exhaustive use cases across ten sectors. Examples range from improving cancer diag‑
nostics, to enhancing blind people’s ability to better navigate their environment, to aiding disaster 
relief efforts by using AI to analyze satellite imagery. It is worth noting that the pace of AI has 
evolved exponentially since 2018, with 2023 alone seeing the unprecedented rise of generative 
AI and the popularization of Large Language Models (LLMs), meaning that the number of use 
cases today has increased drastically. For instance, LLMs are finding new applications in fields 
previously thought to be the exclusive domain of human labor, such as mental health care (Ji et al., 
2023; Xu et al., 2023). Today’s use cases are virtually limitless to any social or environmental is‑
sue, provided the right data can be sourced and fed to an appropriate AI model (see Figure 1.1). 
Other notable examples include increasing accessibility for vulnerable populations,13 supporting 
crisis response interventions,14 human rights,15 climate change,16 charitable giving (Kanter & Fine, 
2020), civic engagement,17 and predicting poverty using satellite imagery (Jean et al., 2016).

In summary, while tech philanthropies are pioneering the AI4SG space, traditional philanthropic 
organizations are increasingly recognizing the imperative to adapt and integrate these powerful 
tools. However, as the sector evolves, it must also navigate the complexities of cybersecurity, data 
privacy, and ethical use to ensure that technological advancements effectively serve its mission to 
foster social good. To ensure that it fulfills this mission, it can be guided by principles to “become 
good at AI for good” (Kshirsagar et al., 2021). Key among these principles are:

Figure 1.1  Examples of AI for Social Good (adapted from Tudor et al., 2024).
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1	 Educational Alignment – continually educate POs about AI’s potential and limitations, tailor‑
ing expectations to fit achievable and workflow‑enhancing goals;

2	 Dynamic Scoping – engage in ongoing dialogue with POs to develop solutions that remain 
practical and responsive to evolving needs;

3	 Data Integrity and Security – ensure comprehensive understanding and management of data‑
sets, their metadata, and associated privacy concerns to build reliable models. Several AI4SG 
domains suffer from subjective labeling or insufficient datasets;

4	 Inclusive Expertise  –  integrate POs’ domain expertise into model development to enhance 
feature selection and engineering, model choice, and model regularization;

5	 Ethical and Practical Deployment – prioritize project constraints and domain‑specific metrics 
in model development and deployment, to create solutions that are both ethical and practical;

6	 Human‑Centric AI Design  – maintain a “human‑in‑the‑loop” approach to AI projects that 
actively engages POs in the modeling process for better aligned outcomes;

7	 Long‑Term Commitment – recognize the need for sustained engineering resources for main‑
taining and updating deployed models, focusing on efficiency and practical impact rather than 
just machine learning metrics (Kshirsagar et al., 2021).

In the absence of these guiding principles, AI4SG is not without risks, unclear ethical standards, 
or even unintended consequences. Some of these risks arise from the tech industry’s culture of 
moving fast and iterating solutions on the go (Tomašev et al., 2020), while not paying enough at‑
tention to long‑term outcomes or sector‑specific challenges. This culture is likely to bleed into tech 
philanthropies’ approach to AI4SG projects, which currently dominates this space and therefore 
requires greater attention to ethical principles. Long‑term commitment, dynamic scoping, and 
deep partnerships between the nonprofit and for‑profit sectors remain paramount.

5  Conclusion

The relationship between technology and philanthropy is neither new nor static, with the interlock‑
ing of the fields of AI and philanthropy being one of its most recent expressions (Henriksen & 
Richey, 2022). This chapter provides an overview of the intersection of AI and philanthropy, from 
the early support of POs to AI development, to the modern application of AI in philanthropic work, 
with the aim of understanding its current status and charting its future trajectory.

We begin by exploring the early role of philanthropy in supporting AI research and develop‑
ment, and then focus on the rise of tech philanthropy and the AI4SG movement. This history 
shows that, prior to the rise of tech philanthropy and the AI4SG movement in the early 21st cen‑
tury, the relationship between the two was primarily one of philanthropic funding. In other words, 
philanthropes would fund technological innovation, but would rarely be users of those technolo‑
gies themselves. Fast forward to today, and apart from a few leading foundations, philanthropic 
funding in the field of science and technology is primarily directed at fostering innovation as a 
means to address global challenges such as education and health, rather than for the sake of devel‑
oping innovation in the field. Tech philanthropists, with their resources and expertise, are disrupt‑
ing this relationship, positioning themselves as both funders and users of technological tools like 
AI. This gap in technological knowledge and resources within the philanthropic sector has created 
a wide discrepancy in the sector’s digitalization levels.

In discussing the opportunities and challenges presented by philanthropies’ adoption of techno‑
logical tools, the latest of which are AI‑powered tools, we outline the multiple elements that con‑
tribute to POs’ varying AI adoption rates. This also helps explain, in part, why the majority of the 
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nonprofit sector is lagging behind when it comes to digitalization. In sum, we conclude that while 
technological innovations offer unprecedented opportunities to democratize giving, enhance do‑
nor engagement, and foster collaborative impact, they also pose significant challenges such as data 
privacy concerns, cybersecurity threats, and the potential to exacerbate inequalities. Overcoming 
these challenges is important to enable an equitable and inclusive digitalization of the sector.

Finally, we dive into the AI4SG movement, mapping key stakeholders and prominent AI4SG 
initiatives and trends. Again, the AI4SG movement is not static, but rather an ever‑shifting land‑
scape of novel, emerging solutions. These solutions are widely applicable across most sectors, 
domains, and SDGs, given appropriate and ethically sourced data that can be fed into appropriate 
AI models. However, this wide applicability speaks to the versatility and utility of such kinds of 
tools in addressing social and environmental issues, without forgetting the principles of “becom‑
ing good at AI for Good” (Kshirsagar et al., 2021) for successful implementation and deployment.

Notes
	 1	 In total, 150 respondents from 30 countries completed the survey used to inform the report (Rockefeller 

Philanthropy Advisors, 2022).
	 2	 The Global Philanthropy Tracker (GPT) presents data on four flows – philanthropic outflows, official 

development assistance (ODA), remittances, and private capital investment – for 47 countries. The data 
gathered represent the year 2020 or the most recent year with available data.

	 3	 Established in 2017, the Charity Digital Skills Report is the annual barometer of UK charities’ digital 
skills, attitudes, behaviors, and needs.

	 4	 The term was reportedly coined by World Economic Forum CTO Brian Behlendorf during a spontaneous 
conversation at the 2011 World Economic Forum (Lev Aretz, 2019).

	 5	 We distinguish between traditional philanthropic organizations (POs) and the philanthropic arm of tech 
companies (i.e., tech philanthropies) because the latter have access to massive tech capital and deep 
know‑how tech expertise that most traditional POs often lack.

	 6	 The Google AI Impact Challenge is an open call to nonprofits, social enterprises, and research institutions 
worldwide to submit their ideas for using AI to address social and environmental challenges. The program 
aims to support projects that address issues in the areas of health, economic opportunity and empower‑
ment, environmental protection and conservation, education, misinformation, and crisis and emergency 
response.

	 7	 Google’s AI for Global Goals initiative is a program that aims to accelerate progress on the United Na‑
tions’ Sustainable Development Goals (SDGs) by supporting organizations that use artificial intelligence 
(AI) to address social and environmental challenges.

	 8	 Google’s Project ARDA.
	 9	 Google’s Flood Forecasting Project.
	10	 Google’s Project Green Light.
	11	 Google’s Project Relate.
	12	 It is worth noting that it is predominantly large‑scale POs that have been implementing and deploying AI 

tools, whereas most of the nonprofit sector, made up of small actors, is lagging behind.
	13	 E.g., Google’s Project Along and Project Relate.
	14	 E.g., Facebook Disaster Maps.
	15	 UN Universal Human Rights Index.
	16	 E.g., Google’s Project Contrails.
	17	 E.g., Salesforce’s Philanthropy Cloud.

References
Arrillaga‑Andreessen, L. (2015). Disruption for Good. Stanford Social Innovation Review, 13(2), 34–39. 

https://doi.org/10.48558/X8FD‑ZC88
Bennett, N., Resney, R., Carter, A., & Woods, W. (2016, February 10). How Tech Entrepreneurs Are Dis‑

rupting Philanthropy. Boston Consulting Group Global. https://www.bcg.com/publications/2016/
innovation‑strategy‑how‑tech‑entrepreneurs‑are‑disrupting‑philanthropy

https://www.bcg.com/publications/2016/innovation-strategy-how-tech-entrepreneurs-are-disrupting-philanthropy
https://doi.org/10.48558/X8FD‑ZC88
https://www.bcg.com/publications/2016/innovation-strategy-how-tech-entrepreneurs-are-disrupting-philanthropy


Camilla Della Giovampaola and Maria Cristiana Tudor

26

Bernholz, L. (2021). Philanthropy and Digital Civil Society: Blueprint 2022. Stanford PACS. https://pacs‑
center.stanford.edu/publication/philanthropy‑and‑digital‑civil‑society‑blueprint‑2022/

Bernholz, L., & Reich, R. (2017). Nonprofit Data Governance. Stanford PACS. https://pacscenter.stanford.
edu/publication/nonprofit‑data‑governance/

Bernholz, L., Skloot, E., & Varela, B. (2010). Disrupting Philanthropy: Technology and the Future of the 
Social Sector. Center for Strategic Philanthropy and Civil Society at Duke University Sanford School of 
Public Policy: Belgium.

Bishop, M., & Green, M. (2008). Philanthro‑capitalism: How the Rich Can Save the World (1st U.S. ed). 
Bloomsbury Press: New York.

Bremner, R. H. (1994). Giving: Charity and Philanthropy in History (1st, 1st pbk. ed.). Routledge: New Zork. 
https://doi.org/10.4324/9780203790724

Candela, F., Kilicalp, S., & Spiers, D. (2024). Data Science, AI and Data Philanthropy in Foundations: 
On the Path to Maturity. Philea and Fondazione Compagnia di San Paolo. https://philea.issuelab.org/
resource/data‑science‑ai‑and‑data‑philanthropy‑in‑foundations‑on‑the‑path‑to‑maturity.html

CBS Miami (2022, January 3). Broward Health Suffered Data Breach That Exposed Personal Info of Pa‑
tients, Employees. CBS Miami. https://www.cbsnews.com/miami/news/broward‑health‑suffered‑data‑ 
breach/

Charity Digital Skills Report (n.d.). Digital Skills Report for the Charity Sector—Introduction. Char‑
ity Digital Skills Report. Retrieved 31 August 2023, from https://charitydigitalskills.co.uk/the‑charity‑ 
digital‑skills‑report‑introduction/

Choudhary, L. (2023, August 24). Google.org Invests $1m to Train NGOs in Asia on AI, Cybersecurity. Tech in 
Asia. https://www.techinasia.com/google‑org‑invests‑us1m‑to‑train‑ngos‑in‑asia‑on‑ai‑cybersecurity#:~: 
text=2%20min%20read‑,Google.org%20invests%20%241m%20to%20train,in%20Asia%20on%20
AI%2C%20cybersecurity&text=Google.org%2C%20the%20tech%20giant’s,data%20analytics%2C%20
and%20impact%20reporting.

Chu, P., & Wang, O. Y. (2019). Philanthropy in China. Asian Venture Philanthropy Network https://avpn.asia/
wp‑content/uploads/dlm_uploads/2019/01/Philanthropy‑in‑China_Web‑Version‑1.pdf

Church, A. (2020, May 7). Philanthropy’s Response to COVID‑19 Now More Than $10 Billion World‑
wide. Candid Blog. https://blog.candid.org/post/philanthropys‑response‑to‑covid‑19‑now‑more‑than‑10
‑billion‑worldwide/

Co‑Impact (2023). A Global Collaborative for Systems Change. Co‑Impact. https://co‑impact.org/
Coppi, G., Moreno Jimenez, R., & Kyriazi, S. (2021). Explicability of Humanitarian AI: A Matter of  

Principles. Journal of International Humanitarian Action, 6(1), 19. https://doi.org/10.1186/s41018‑021‑ 
00096‑6

Council on Foundations (2020, July 15). Policy Brief: Foundation Payout and the COVID‑19 Crisis. Council 
on Foundations. https://cof.org/content/policy‑brief‑foundation‑payout‑and‑covid‑19‑crisis

Della Giovampaola, C., Tudor, M. C., Gomez, L., & Ugazio, G. (2023, June 14). Current and Potential 
AI Use in Swiss Philanthropic Organizations—Survey Results. SwissFoundations. https://www.swiss‑
foundations.ch/fr/actualites/current‑and‑potential‑ai‑use‑in‑swiss‑philanthropic‑organizations‑survey‑ 
results/

Dervishi, K. (2023, August 11). Foundations Seek to Advance AI for Good—And Also Protect the 
World from Its Threats. AP News. https://apnews.com/article/ethical‑ai‑foundations‑philanthropy‑ 
6021ffd4ca62c7b7064af0e524878307

Di Mento, M. (2022, December 30). Bill Gates Made 2022’s Biggest Charitable Donation. Los Angeles 
Times. https://www.latimes.com/business/story/2022‑12‑30/bill‑gates‑made‑2022s‑biggest‑charitable‑ 
donation‑5‑billion

Duguin, S. (2022, February 22). Cyberattacks: A Real Threat to NGOs and Nonprofits. CyberPeace Institute. 
https://reliefweb.int/report/world/cyberattacks‑real‑threat‑ngos‑and‑nonprofits

Falk, A., & Michelson, E. S. (2021). A Vision for the Future of Science Philanthropy. Issues in Science and 
Technology. https://issues.org/future‑science‑philanthropy‑sloan‑michelson‑falk/

Floridi, L., Cowls, J., Beltrametti, M., Chatila, R., Chazerand, P., Dignum, V., Luetge, C., Madelin, R., Pa‑
gallo, U., Rossi, F., Schafer, B., Valcke, P., & Vayena, E. (2018). AI4People‑An Ethical Framework for a 
Good AI Society: Opportunities, Risks, Principles, and Recommendations. Minds and Machines, 28(4), 
689–707. https://doi.org/10.1007/s11023‑018‑9482‑5

Floridi, L., Cowls, J., King, T. C., & Taddeo, M. (2020). How to Design AI for Social Good: Seven Essential 
Factors. Science and Engineering Ethics, 26(3), 1771–1796. https://doi.org/10.1007/s11948‑020‑00213‑5

https://pacscenter.stanford.edu/publication/philanthropy-and-digital-civil-society-blueprint-2022/
https://pacscenter.stanford.edu/publication/nonprofit-data-governance/
https://philea.issuelab.org/resource/data-science-ai-and-data-philanthropy-in-foundations-on-the-path-to-maturity.html
https://www.cbsnews.com/miami/news/broward-health-suffered-data-breach/
https://charitydigitalskills.co.uk/the-charity-digital-skills-report-introduction/
https://Google.org
https://www.techinasia.com/google-org-invests-us1m-to-train-ngos-in-asia-on-ai-cybersecurity#:~:text=2%20min%20read-,Google.org%20invests%20%241m%20to%20train,in%20Asia%20on%20AI%2C%20cybersecurity&text=Google.org%2C%20the%20tech%20giants,data%20analytics%2C%20and%20impact%20reporting
https://avpn.asia/wp-content/uploads/dlm_uploads/2019/01/Philanthropy-in-China_Web-Version-1.pdf
https://blog.candid.org/post/philanthropys-response-to-covid-19-now-more-than-10-billion-worldwide/
https://co-impact.org/
https://cof.org/content/policy-brief-foundation-payout-and-covid-19-crisis
https://www.swissfoundations.ch/fr/actualites/current-and-potential-ai-use-in-swiss-philanthropic-organizations-survey-results/
https://apnews.com/article/ethical-ai-foundations-philanthropy-6021ffd4ca62c7b7064af0e524878307
https://www.latimes.com/business/story/2022-12-30/bill-gates-made-2022s-biggest-charitable-donation-5-billion
https://reliefweb.int/report/world/cyberattacks-real-threat-ngos-and-nonprofits
https://issues.org/future-science-philanthropy-sloan-michelson-falk/
https://doi.org/10.4324/9780203790724
https://doi.org/10.1186/s41018‑021‑00096‑6
https://doi.org/10.1186/s41018‑021‑00096‑6
https://doi.org/10.1007/s11023‑018‑9482‑5
https://doi.org/10.1007/s11948‑020‑00213‑5
https://pacscenter.stanford.edu/publication/philanthropy-and-digital-civil-society-blueprint-2022/
https://pacscenter.stanford.edu/publication/nonprofit-data-governance/
https://philea.issuelab.org/resource/data-science-ai-and-data-philanthropy-in-foundations-on-the-path-to-maturity.html
https://www.cbsnews.com/miami/news/broward-health-suffered-data-breach/
https://charitydigitalskills.co.uk/the-charity-digital-skills-report-introduction/
https://www.techinasia.com/google-org-invests-us1m-to-train-ngos-in-asia-on-ai-cybersecurity#:~:text=2%20min%20read-,Google.org%20invests%20%241m%20to%20train,in%20Asia%20on%20AI%2C%20cybersecurity&text=Google.org%2C%20the%20tech%20giants,data%20analytics%2C%20and%20impact%20reporting
https://www.techinasia.com/google-org-invests-us1m-to-train-ngos-in-asia-on-ai-cybersecurity#:~:text=2%20min%20read-,Google.org%20invests%20%241m%20to%20train,in%20Asia%20on%20AI%2C%20cybersecurity&text=Google.org%2C%20the%20tech%20giants,data%20analytics%2C%20and%20impact%20reporting
https://www.techinasia.com/google-org-invests-us1m-to-train-ngos-in-asia-on-ai-cybersecurity#:~:text=2%20min%20read-,Google.org%20invests%20%241m%20to%20train,in%20Asia%20on%20AI%2C%20cybersecurity&text=Google.org%2C%20the%20tech%20giants,data%20analytics%2C%20and%20impact%20reporting
https://avpn.asia/wp-content/uploads/dlm_uploads/2019/01/Philanthropy-in-China_Web-Version-1.pdf
https://blog.candid.org/post/philanthropys-response-to-covid-19-now-more-than-10-billion-worldwide/
https://www.swissfoundations.ch/fr/actualites/current-and-potential-ai-use-in-swiss-philanthropic-organizations-survey-results/
https://www.swissfoundations.ch/fr/actualites/current-and-potential-ai-use-in-swiss-philanthropic-organizations-survey-results/
https://apnews.com/article/ethical-ai-foundations-philanthropy-6021ffd4ca62c7b7064af0e524878307
https://www.latimes.com/business/story/2022-12-30/bill-gates-made-2022s-biggest-charitable-donation-5-billion


Relationship between AI and philanthropy

27

Google. (2019). Accelerating Social Good with Artificial Intelligence: Insights from the Google AI Impact 
Challenge. https://services.google.com/fh/files/misc/accelerating_social_good_with_artificial_intelli‑
gence_google_ai_impact_challenge.pdf

Gosselink, B. H., & Bromberg, C. (2019, September 12). 2,602 Uses of AI for Social Good, and What We 
Learned from Them. Google. https://blog.google/outreach‑initiatives/google‑org/2602‑uses‑ai‑social‑goo
d‑and‑what‑we‑learned‑them/

Henriksen, S. E., & Richey, L. A. (2022). Google’s Tech Philanthropy: Capitalism and Humanitarianism in 
the Digital Age. Public Anthropologist, 4(1), 21–50. https://doi.org/10.1163/25891715‑bja10030

Herzog, P. S., Naik, H. R., & Khan, H. A. (2021). AIMS Philanthropy Project: Studying AI, Machine Learning 
& Data Science Technology for Good [Technical Report]. Indiana University Lilly Family School of Phi‑
lanthropy and Indiana University School of Informatics and Computing, IUPUI, Indianapolis, IN. https://
scholarworks.iupui.edu/handle/1805/25177

ICRC. (2022). Cyber Attack on ICRC: What We Know (Europe and Central Asia/Switzerland). https://www.
icrc.org/en/document/cyber‑attack‑icrc‑what‑we‑know

Indiana University Lilly Family School of Philanthropy (2023). Global Philanthropy Tracker 2023. https://
globalindices.iupui.edu/tracker/index.html

Infoxchange (2023). APAC NGO Digital Capability Report. Infoxchange. https://digitaltransformation.ngo/
sites/default/files/IX_APACReport23_FA2‑Screen.pdf

Jean, N., Burke, M., Xie, M., Davis, W. M., Lobell, D. B., & Ermon, S. (2016). Combining Satellite Imagery and 
Machine Learning to Predict Poverty. Science, 353(6301), 790–794. https://doi.org/10.1126/science.aaf7894

Ji, S., Zhang, T., Yang, K., Ananiadou, S., & Cambria, E. (2023). Rethinking Large Language Models in Men‑
tal Health Applications (arXiv: 2311.11267). arXiv. https://doi.org/10.48550/arXiv.2311.11267

Johnson, P. (2018). Global Philanthropy Report – Perspectives on the Global Foundation Sector. John F. 
Kennedy School of Government, Harvard University. https://cpl.hks.harvard.edu/files/cpl/files/global_
philanthropy_report_final_april_2018.pdf

Kanter, B., & Fine, A. (2020). AI4Giving: Unlocking Generosity with Artificial Intelligence: The Future of 
Giving. https://drive.google.com/file/d/1sQFYZsyuQDXIZSLNdUbU7ICWiF0DIRY4/view

Kshirsagar, M., Yang, S., Robinson, C., Gholami, S., Klyuzhin, I., Mukherjee, S., Nasir, M., Ortiz, A., Oviedo, 
F., Tanner, D., Trivedi, A., Xu, Y., Zhong, M., Dilkina, B., Dodhia, R., & Ferres, J. M. L. (2021, April 1). 
Becoming Good at AI for Good. AAAI/ACM Conference on AI, Ethics, and Society (AIES’21). https://
www.microsoft.com/en‑us/research/publication/becoming‑good‑at‑ai‑for‑good/

Kulish, N. (2021, December 20). Giving Billions Fast, MacKenzie Scott Upends Philanthropy. The New York 
Times. https://www.nytimes.com/2020/12/20/business/mackenzie‑scott‑philanthropy.html

Lev Aretz, Y. (2019). Data Philanthropy. SSRN Electronic Journal. https://doi.org/10.2139/ssrn.3320798
Madianou, M. (2021). Nonhuman Humanitarianism: When ‘AI for Good’ Can Be Harmful. Information, 

Communication & Society, 24(6), 850–868. https://doi.org/10.1080/1369118X.2021.1909100
Manning, C. (2020). Artificial Intelligence Definitions. Stanford University Human‑Centered Artificial Intel‑

ligence. https://hai.stanford.edu/sites/default/files/2020‑09/AI‑Definitions‑HAI.pdf
McKinsey Global Institute. (2018). Applying AI for Social Good | McKinsey. https://www.mckinsey.com/

featured‑insights/artificial‑intelligence/applying‑artificial‑intelligence‑for‑social‑good
Michelson, E. S. (2020). Philanthropy and the Future of Science and Technology. Routledge: New York. 

https://doi.org/10.4324/9780429444111
Microsoft (2023). AI for Health Empowers Researchers Who Are Using Artificial Intelligence to Advance the 

Health of People and Address Global Health Challenges Like COVID‑19. https://www.microsoft.com/
en‑us/ai/ai‑for‑health

O’Brien, C. (2022). Big Data and A.I. for the SDGs: Private Corporation Involvement in SDG Data‑Driven 
Development, Policy and Decision‑Making. United Nations Department of Economic and So‑
cial Affairs Sustainable Development. https://sdgs.un.org/documents/big‑data‑and‑ai‑sdgs‑private‑ 
corporation‑involvement‑sdg‑data‑driven‑development‑policy

Rockefeller Philanthropy Advisors (2019). Philanthropy and the SDGs: Practical Tools for Alignment. 
https://www.rockpa.org/project/sdg/

Rockefeller Philanthropy Advisors (2022). Global Trends and Strategic Time Horizons in Philanthropy 2022. 
https://www.rockpa.org/wp‑content/uploads/2022/07/Time‑Horizons‑2022‑1.pdf

Sealander, J. (2003). Curing Evils at Their Source: The Arrival of Scientific Giving. In L. Friedman & M. D. 
McGarvie (Eds.), Charity, Philanthropy and Civility in American History, 217–240. Cambridge Univer‑
sity Press: Cambridge.

https://services.google.com/fh/files/misc/accelerating_social_good_with_artificial_intelligence_google_ai_impact_challenge.pdf
https://blog.google/outreach-initiatives/google-org/2602-uses-ai-social-good-and-what-we-learned-them/
https://scholarworks.iupui.edu
https://scholarworks.iupui.edu
https://www.icrc.org/en/document/cyber-attack-icrc-what-we-know
https://globalindices.iupui.edu/tracker/index.html
https://digitaltransformation.ngo/sites/default/files/IX_APACReport23_FA2-Screen.pdf
https://cpl.hks.harvard.edu/files/cpl/files/global_philanthropy_report_final_april_2018.pdf
https://drive.google.com/file/d/1sQFYZsyuQDXIZSLNdUbU7ICWiF0DIRY4/view
https://www.microsoft.com/en-us/research/publication/becoming-good-at-ai-for-good/
https://www.nytimes.com/2020/12/20/business/mackenzie-scott-philanthropy.html
https://hai.stanford.edu/sites/default/files/2020-09/AI-Definitions-HAI.pdf
https://www.mckinsey.com/featured-insights/artificial-intelligence/applying-artificial-intelligence-for-social-good
https://www.microsoft.com/en-us/ai/ai-for-health
https://www.rockpa.org/project/sdg/
https://www.rockpa.org/wp%E2%80%91content/uploads/2022/07/Time-Horizons-2022-1.pdf
https://doi.org/10.1163/25891715‑bja10030
https://doi.org/10.1126/science.aaf7894
https://doi.org/10.48550/arXiv.2311.11267
https://doi.org/10.2139/ssrn.3320798
https://doi.org/10.1080/1369118X.2021.1909100
https://doi.org/10.4324/9780429444111
https://services.google.com/fh/files/misc/accelerating_social_good_with_artificial_intelligence_google_ai_impact_challenge.pdf
https://blog.google/outreach-initiatives/google-org/2602-uses-ai-social-good-and-what-we-learned-them/
https://www.icrc.org/en/document/cyber-attack-icrc-what-we-know
https://globalindices.iupui.edu/tracker/index.html
https://digitaltransformation.ngo/sites/default/files/IX_APACReport23_FA2-Screen.pdf
https://cpl.hks.harvard.edu/files/cpl/files/global_philanthropy_report_final_april_2018.pdf
https://www.microsoft.com/en-us/research/publication/becoming-good-at-ai-for-good/
https://www.mckinsey.com/featured-insights/artificial-intelligence/applying-artificial-intelligence-for-social-good
https://www.microsoft.com/en-us/ai/ai-for-health
https://sdgs.un.org/documents/big-data-and-ai-sdgs-private-corporation-involvement-sdg-data-driven-development-policy
https://sdgs.un.org/documents/big-data-and-ai-sdgs-private-corporation-involvement-sdg-data-driven-development-policy


Camilla Della Giovampaola and Maria Cristiana Tudor

28

Shi, Z. R., Wang, C., & Fang, F. (2020). Artificial Intelligence for Social Good: A Survey (arXiv: 2001.01818). 
arXiv. https://doi.org/10.48550/arXiv.2001.01818

Shubinski, B. (2022, January 6). ‘A Roomful of Brains’: Early Advances in Computer Science and Arti‑
ficial Intelligence. Rockefeller Archive Center. https://resource.rockarch.org/story/a‑roomful‑of‑brains‑ 
early‑advances‑in‑computer‑science‑and‑artificial‑intelligence/

Stanford University, 2023. (2023). AI Index Report 2023 – Artificial Intelligence Index. https://aiindex.stan‑
ford.edu/report/

Taddeo, M. (2016). Data Philanthropy and the Design of the Infraethics for Information Societies. Philosophi‑
cal Transactions of the Royal Society A: Mathematical, Physical and Engineering Sciences, 374(2083), 
20160113. https://doi.org/10.1098/rsta.2016.0113

Taddeo, M. (2017). Data Philanthropy and Individual Rights. Minds and Machines, 27(1), 1–5. https://doi.
org/10.1007/s11023‑017‑9429‑2

The Economist (2023, February 9). How a Tide of Tech Money Is Transforming Charity. The Economist. 
https://www.economist.com/international/2023/02/09/how‑a‑tide‑of‑tech‑money‑is‑transforming‑charity

Tomašev, N., Cornebise, J., Hutter, F., Mohamed, S., Picciariello, A., Connelly, B., Belgrave, D. C. M., 
Ezer, D., Haert, F. C. van der, Mugisha, F., Abila, G., Arai, H., Almiraat, H., Proskurnia, J., Snyder, K., 
Otake‑Matsuura, M., Othman, M., Glasmachers, T., Wever, W. de,…, & Clopath, C. (2020). AI for Social 
Good: Unlocking the Opportunity for Positive Impact. Nature Communications, 11(1), Article 1. https://
doi.org/10.1038/s41467‑020‑15871‑z

Torres, J., & Zinsmeister, K. (2018). The Calculating Philanthropy of Silicon Valley. Philanthropy Round‑
table. https://www.philanthropyroundtable.org/magazine/the‑calculating‑philanthropy‑of‑silicon‑valley/

Tudor, M. C., Gomez, L., Della Giovampaola, C., Ugazio, G., & Halope, H. (2024). Leveraging AI to Map 
SDG Coverage and Uncover Partnerships in Swiss Philanthropy. In Artificial Intelligence for Sustain‑
ability—Innovations in Business and Financial Services. Palgrave Macmillan: Switzerland. https://doi.
org/10.1007/978‑3‑031‑49979‑1_9

United Kingdom Government Department of Science, Innovation & Technology (2023, April 19). Cy‑
ber Security Breaches Survey 2023. GOV.UK. https://www.gov.uk/government/statistics/cyber‑ 
security‑breaches‑survey‑2023/cyber‑security‑breaches‑survey‑2023

Watson, S. (2022, April 5). Philanthropy Must Never Forget What the Pandemic Taught Us About How 
to Support Public Health. The Chronicle of Philanthropy. https://www.philanthropy.com/article/
philanthropy‑must‑never‑forget‑what‑the‑pandemic‑taught‑us‑about‑how‑to‑support‑public‑health

Xu, X., Yao, B., Dong, Y., Gabriel, S., Yu, H., Hendler, J., Ghassemi, M., Dey, A. K., & Wang, D. (2023). 
Mental‑LLM: Leveraging Large Language Models for Mental Health Prediction via Online Text Data 
(arXiv: 2307.14385). arXiv. http://arxiv.org/abs/2307.14385

Zinsmeister, K. (2016). The Power of Science Philanthropy. Philanthropy Roundtable. https://www.philan‑
thropyroundtable.org/magazine/the‑power‑of‑science‑philanthropy/

https://www.philanthropyroundtable.org/magazine/the-calculating-philanthropy-of-silicon-valley/
http://GOV.UK
http://arxiv.org/abs/2307.14385
https://doi.org/10.1007/978‑3‑031‑49979‑1_9
https://doi.org/10.1007/978‑3‑031‑49979‑1_9
https://doi.org/10.48550/arXiv.2001.01818
https://doi.org/10.1038/s41467‑020‑15871‑z
https://doi.org/10.1038/s41467‑020‑15871‑z
https://doi.org/10.1007/s11023‑017‑9429‑2
https://doi.org/10.1007/s11023‑017‑9429‑2
https://doi.org/10.1098/rsta.2016.0113
https://resource.rockarch.org/story/a-roomful-of-brainsearly-advances-in-computer-science-and-artificial-intelligence/
https://resource.rockarch.org/story/a-roomful-of-brainsearly-advances-in-computer-science-and-artificial-intelligence/
https://aiindex.stanford.edu/report/
https://aiindex.stanford.edu/report/
https://www.economist.com/international/2023/02/09/how-a-tide-of-tech-money-is-transforming-charity
https://www.gov.uk/government/statistics/cybersecurity-breaches-survey-2023/cyber-security-breaches-survey-2023
https://www.gov.uk/government/statistics/cybersecurity-breaches-survey-2023/cyber-security-breaches-survey-2023
https://www.philanthropy.com/article/philanthropy-must-never-forget-what-the-pandemic-taught-us-about-how-to-support-public-health
https://www.philanthropy.com/article/philanthropy-must-never-forget-what-the-pandemic-taught-us-about-how-to-support-public-health
https://www.philanthropyroundtable.org/magazine/the-power-of-science-philanthropy/
https://www.philanthropyroundtable.org/magazine/the-power-of-science-philanthropy/

