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Chapter 6

Computing Narratives

Assemblage Relations in Diplomatic Conversations

David Sylvan

My purpose in this chapter is to propose a formal methodology for ana-
lyzing diplomatic conversations. That methodology, which, different from 
much other social science work on sequences, involves computing the ways 
in which narratives are assembled, is particularly appropriate for the kinds of 
constitutive questions asked by constructivist scholars in International Rela-
tions (IR). My specific research proposition is that conversations have dis-
cernible narrative features and that we can formalize those features (building 
on existing work in the field of conversation analysis) to shed light on signifi-
cant aspects of the social relation between interlocutors. I apply this proposal 
to diplomatic conversations, giving a “who influences whom” analysis of two 
such conversations involving US presidents and UK prime ministers. The 
chapter concludes with brief thoughts on the potential benefits for scholars 
of IR in using this methodology.

Narrative Analysis and Assemblage

A striking characteristic of social life is that it both unfolds and is recalled in 
sequential form. By this, I mean not simply that events are indexed tempo-
rally (e.g., A happened at 9.00 and B at 11.00) but that they seem to exhibit 
a necessary ordering: either A’s occurrence is necessarily followed by B’s, 
or B’s occurrence implies that A’s must necessarily have already happened.1 
Moreover, B is not usually the end of the story, so the A- B sequence will 
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customarily be part of a longer sequence involving events C, D, and so forth. 
Such sequences are not only considerably easier to remember than collec-
tions of events unordered temporally but are arguably one of the principal 
means by which participants recount— and perhaps even understand at the 
moment— the events in which they are involved.

The Specificity of Narratives

Many sequences are ordered far more than as a set of before- and- after rela-
tions between pairs of events. When we say that a sequence is made up of 
more than two events, we are saying something about a feeling of incom-
pleteness if the sequence were to be terminated after the second event. Much 
in the way that melodies in Western tonal music are expected to resolve, 
sequences being recounted are expected to arrive at a natural ending point. 
Of course, life goes on, and other events will follow, but those later events 
represent some sort of a shift to a new (or expanded) sequence. Sequences, 
in other words, are quite often apprehended as narratives.2

The difference between sequences in general and narrative sequences in 
particular can best be seen by a stylized example. Take a five- element non-
narrative sequence S: A- B- C- D- E, and a five- element narrative sequence N: 
U- V- W- X- Y. Both of these sequences display necessary ordering relations, so 
that any two consecutive elements will be linked: C, for example, might only 
occur if B did earlier, and D might occur only if C did. What N has that S 
does not is a sense of completeness, or closure: there can be no sixth element 
Z, at least not without turning N into something else. By the same token, 
there can be no element T preceding U, again not without turning N into 
something else. Thus U is an opening element, and Z is a closing one (e.g., 
“there was once a king whose wife gave birth to a son” and “the son blinded 
himself ”); this is one of the ways in which N is a structured whole.3

In effect, I am proposing a distinction between three types of sequences: 
(1) temporally indexed arrangements, in which the order of events matters 
but in which the elements are not related to each other in a causal or entail-
ment fashion; (2) historical sequences, in which events cause subsequent 
events or are entailed by preceding ones; and (3) narrative sequences, in 
which the arrangement of events evokes a sense of closure. This distinction 
corresponds roughly to Hayden White’s tripartite division of historical rep-
resentation into annals, chronicles, and “proper” histories.4

A note on terminology is needed before proceeding further. Much work in 
sociology and, separately, in political science often goes under the heading of 
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narrative analysis. Accepting the above distinction, these otherwise disparate 
approaches should be characterized as the analysis of historical sequences. Thus 
the pioneering studies by Andrew Abbott, Peter Abell, and David Heise and 
his colleagues are each concerned, in different ways, with causal entailment 
relations between consecutive pairs of events.5 Similarly, political science work 
on “analytic narratives” and on conflict “trajectories” is primarily concerned 
with causal entailment relations.6 Sociologists and political scientists who use 
the term narrative in their work mostly do not study narratives as structured 
wholes, analyzable as assemblage relations (see below).7

Narratives and Computation

What are some of the characteristics of narratives, as events arranged to 
evoke a sense of closure, that is, as structured wholes? There are a number 
of possibilities, ranging from the types of agents (characters) to the topics 
dealt with over and over (themes). We can, à la Aristotle, talk about plot 
trajectories (e.g., peripeteia) or genres; alternatively, we can, à la Labov, talk 
about evaluation (akin to point of view). Regardless of which characteristics 
we focus on, that focus can be exemplified in a narrative label, with the ap-
prehending of the label used to reproduce at least the main lines of the narra-
tive. In other words (to anticipate the argument below), narrative closure (as 
a well- formed and self- contained sequence) implies that sequential relations 
can be put into correspondence with a label, much as a mathematical func-
tion brings into correspondence arguments and a value.

Interestingly, many labels are actually components of narratives. A clas-
sic example comes from the frames of Marlow’s story about Kurtz in Joseph 
Conrad’s Heart of Darkness. The inner frame begins,

The sun set; the dusk fell on the stream, and lights began to appear 
along the shore. The Chapman lighthouse, a three- legged thing 
erect on a mud- flat, shone strongly. Lights of ships moved in the 
fairway— a great stir of lights going up and going down. And farther 
west on the upper reaches the place of the monstrous town was still 
marked ominously on the sky, a brooding gloom in sunshine, a lurid 
glare under the stars.

“And this also,” said Marlow suddenly, “has been one of the dark 
places of the earth.”

The final paragraphs of the novella conclude,
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“I heard a light sigh, and then my heart stood still, stopped dead short 
by an exulting and terrible cry, by the cry of inconceivable triumph 
and of unspeakable pain. ‘I knew it— I was sure!’ . . . She knew. She 
was sure. I heard her weeping; she had hidden her face in her hands. 
It seemed to me that the house would collapse before I could escape, 
that the heavens would fall upon my head. But nothing happened. 
The heavens do not fall for such a trifle. Would they have fallen, 
I wonder, if I had rendered Kurtz that justice which was his due? 
Hadn’t he said he wanted only justice? But I couldn’t. I could not tell 
her. It would have been too dark— too dark altogether. . . .”

Marlow ceased, and sat apart, indistinct and silent, in the pose 
of a meditating Buddha. Nobody moved for a time. “We have lost 
the first of the ebb,” said the Director, suddenly. I raised my head. 
The offing was barred by a black bank of clouds, and the tranquil 
waterway leading to the uttermost ends of the earth flowed somber 
under an overcast sky— seemed to lead into the heart of an immense 
darkness.

Marlow both starts and ends his account with the word dark, and the un-
named narrator of the outer frame does the same, glossing first London and 
then the sea as marked by “brooding gloom” and “the heart of an immense 
darkness.” In this way and with great artistry, Conrad furnishes a label that 
adumbrates and summarizes the novella’s theme.8

It might be objected that we are dealing here with high art and that peo-
ple simply do not bother including labels in their narratives in everyday life. 
That view, I think, is mistaken. Consider a narrative elicited and reproduced 
by William Labov in his famous early work on narrative analysis.

(Did you ever have a feeling, or a premonition, that something was 
gonna happen, and it did happen?) Yes I did. (Tell me about it.)

I was goin’ with a girl, one time; we were layin’ on a bed— we 
weren’t doin’ anything, we were talkin’— and, I don’t know, I looked 
into her face, and I saw, like, horns coming out of her head. You 
know. You know— like— I said, “You look like the devil!”

She said, “What do you mean, I look like the devil? Don’t kid 
around.”

I said “I’m not kiddin’. I saw horns comin’ out of your head.”
And the girl got very angry, and walked out. But we got together, 

and we went together about four months.
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And, like, this girl tried to put me in a couple of tricks. Like she 
tried to get some boys to hurt me. You know. And she was a devil.

So, now, anything I see I believe it’s gonna happen.9

Labov supplies a label in his question, and the respondent not only recounts 
a narrative but finishes it off quite nicely with exactly the same label (“gonna 
happen”). Arguably, only the very shortest stories, recounted by the very 
youngest children (e.g., the one analyzed by Sacks),10 lack such labels.

The presence of a label suggests that a particular sequence is a narrative; 
but it does not, in itself, shed any light on how the individual elements 
in the sequence are connected to each other. In fact, as indicated above, 
the mode of connection will depend on which aspect of the narrative, as 
a whole, is of interest. If the focus is on a presumed goal of the plot (as is 
the case in many of Propp’s folktale types), successive elements must move 
in the direction of the goal, provide impedances that are overcome, or per-
haps provide information (on character, say) that will help move toward 
the goal. If, instead, we focus on a narrative’s theme or point of view, suc-
cessive elements must each illustrate a hitherto unmentioned dimension of 
the theme or point of view. Notice that none of these modes of connection 
is causal in nature; without denying that some of the consecutive elements 
in a recounted narrative are connected causally,11 they are not— and cannot 
be— what gives the narrative its status as a complete whole.12 Rather, we 
are looking for consecutive elements to share both the hypothesized overall 
aspect of the narrative and some situational semantics (e.g., if the narrative is 
posited to have a theme of, say, self- sacrifice, an element describing a mother 
sacrificing her life to save her child would not be seen as connected to a fol-
lowing element of a man giving his dining companion his dessert— unless, 
of course, the overall aspect of the narrative is authorial irony).13

I am claiming that the way in which a narrative is put together on a 
microlevel— the way in which particular elements are linked to preceding 
or following ones— mirrors the narrative’s overall aspect. Here, two points 
are worth making. First, we are speaking about two types of relations: (1) 
the linkage between elements and (2) the relation between the linkages 
and the overall aspect. The linkage between elements is, as pointed out 
above, not a relationship of causality; rather, it is a mode of assembly. Sim-
ilarly, the mirroring of linkages and overall aspect is one of wholeness, not 
one of cause and consequence: a narrative whose linkages are at odds with 
its claimed label is at best a poorly constructed narrative. In this sense, the 
relationships that give a narrative its sense of closure are constitutive: they 
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define those specific elements, related to each other in that specific way, as 
a specific narrative.

Second, the constitutive relations by which narratives are composed can be 
thought of as akin to mathematical functions that take component elements 
as “arguments” (think, crudely, of inputs) and, by bringing those elements 
into some type of arrangement (this is the “structure,” whether sequential or 
otherwise), generate as a “value” (think, crudely, of an output) the particular 
phenomenon of interest, whether that phenomenon is an algebraic term or 
a social fact, such as a fair election.14 Note that when functions are calculated 
for particular instances of the arguments (e.g., y=x2 for x=3 or a fair election 
when only a handful of people vote), the calculation involves engaging in a 
specific, predefined action. That action, in turn, is mechanical, involving the 
manipulation of symbols, whether by a person or a machine; as such, it is 
a “computation.”15 In fact, any constitutive relation can be represented as a 
function that, in turn, can be “evaluated” computationally.16 Thus, for nar-
ratives, we can cast the aspect of a narrative (e.g., goal, theme, point of view) 
as a function of multiple assemblage relations between individual elements; 
by evaluating assemblage relations for a specific candidate narrative,17 we can 
make empirical claims about the existence of evidence of a particular aspect 
of the candidate. For example, if we hypothesize that particular sequential 
elements are key parts of a narrative in which an important aspect is the 
hero’s accomplishing of almost impossible tasks, we should find numerous 
paired elements along these lines (task + accomplishment), as well as a gen-
eral label about the hero accomplishing tasks. Indeed, by coding each pair 
of elements in the candidate narrative, we can check not only whether the 
elements jointly compose a narrative of that sort but when the narrative 
proper begins and ends.

Narratives and Constructivism

Since the assemblage relations by which narratives are constituted are a 
particular type of structured social facts, it follows that the computation 
of those assemblage relations could be of relevance to constructivists. I 
make this claim not so much because constructivist theories spend much 
time on narrative analysis18 but, rather, because a key claim for many con-
structivist writers is that social facts are structured— that is, arranged in a 
patterned fashion, with the patterns having important generative implica-
tions for interactions between the units being studied. As Wendt put it, a 
structure is “a set of internally related elements,” with the internal relations 
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of a structure comprising one or more “possible transformations or com-
binations of its elements.”19 One of the most frequently cited instances of 
this structured quality of social facts is “anarchy”; the claim made by some 
of the early constructivists is that the absence of an explicitly acknowl-
edged central authority is compatible with more than one set of interac-
tion relations among states.20 In the terminology introduced above, we 
could rewrite this claim as a functional relationship between alternative 
sets of interaction patterns, on the one hand, and the social fact “anarchy,” 
on the other.

The focus on social facts as structured goes back to at least one of the 
antecedents of the early constructivists, the work of British “new social re-
alists” such as Roy Bhaskar, Anthony Giddens, and Rom Harré (although 
less often cited, Harré’s work profoundly influenced both Bhaskar and Gid-
dens).21 As Bhaskar put it in a review article published at a time when the 
new social realists had been taken on board in the United Kingdom but 
before IR constructivism had really gotten off the ground, “society itself is a 
social product”; that is, “social forms” (equal to particular social structures) 
are dependent on activity and relational in character.22 Because, as we have 
seen, narratives are one ubiquitous type of social form, the study of their as-
semblage could be a constructivist project.

Research Proposition: Conversations as Narratives

When one thinks of narratives, particularly in IR, one thinks of the stories 
recounted by statesmen in speeches and memoirs, as well as the histories 
crafted by political scientists, biographers, and historians to explain state 
interactions, policy decisions, and the creation of international institutions. 
I propose, however, that we cast the net further afield and compute the 
assemblage relations of a very different type of verbal product, diplomatic 
conversations. A priori, since conversations unfold in real time between at 
least two interlocutors, they would not seem to be good candidates for nar-
rative analysis. In this section, I argue the contrary.

When Harvey Sacks began the systematic study of conversations some 
fifty years ago, he quickly realized that even though they were unscripted 
and involved actors with quite different agendas who often jumped from 
one topic to another, they were, nonetheless, highly structured.23A recent 
textbook on the subject glosses the issue by beginning with a snippet of 
conversation held between a husband and wife after two old friends, who 
had stayed the night, left.
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01 Ann: That was fun,
02 (0.4)
03 Jeff: mm
04 Ann: ish.24

Ann begins the conversation with an evaluative description. Jeff, who might 
be expected to respond with a phrase or sentence, is silent for almost half a 
second, then produces a noncommittal sound, which leads Ann to modify 
her statement significantly.

The conversation between Ann and Jeff has several notable characteris-
tics. First, it is collaborative. Even though the participants do not necessarily 
agree, each works with the other. Ann, as the first speaker, is silent while Jeff 
is supposed to respond; Jeff, needing to respond, finally makes a sound, to 
which Ann, in turn, responds by a new utterance. Each conversationalist, 
in his/her sounds and his/her silences, opens a space for the other to re-
spond and does not (normally) intrude on the other when it is his/her turn 
for the response. Second, the conversation involves semantic and pragmatic 
connections between the utterances, with responses having to be locally (at 
that moment) relevant: Jeff could have said no or yes, but if he had instead 
started talking about the cat or a bank loan, it would likely have been ap-
prehended by Ann as an attempt to avoid coming down on one side or the 
other of her opening characterization. Conversational turns therefore point 
both forward and backward (every utterance or silence is linked pairwise to 
its predecessor and its successor; the term for such linked elements is adja-
cency pair), and the conversation can only be sustained as long as each partic-
ipant keeps up that pointing. Third, the conversation is highly indexical: no 
one besides the participants would know, merely on reading the transcript, 
that the word that referred to the friends’ visit rather than to something 
else (a film? dinner?), which is why conversational continuity— of necessity, 
unscripted— is a genuine, if unremarkable, achievement.25

This continuity has aspects of structural wholeness. For example, in 
the Ann- Jeff conversation, Ann’s “ish” comment not only is a response to 
Jeff’s immediately preceding silence and noncommittal sound but modifies 
her initial characterization— now separated from the modification by Jeff’s 
turn. Similarly, all three turns are about the same topic, the evaluation of 
the friends’ visit. It could be objected that the snippet is so short that its 
wholeness is not much of an achievement, but participants often construct 
much longer conversations as wholes through various sequential mecha-
nisms.26 One particularly noteworthy way of tying together conversations 
is via closings, that is, deliberately bringing conversations to an end by 
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such means as recapitulation or bounding of earlier topics.27 Some of these 
closings strongly resemble labels as that term was used above for narratives. 
Computationally, this implies that one can specify various whole- creating 
assemblage relations across a conversation’s adjacency pairs and then assess 
the apprehension of that generated whole by the participants’ labels for 
what they had just gone through.

Obviously, brief conversations or brief conversational segments may not 
occasion the explicit closings in which participants label what they have just 
been going through. Sometimes, the closings may be nonverbal, such as a 
gesture or a nod of the head; at other times, they may be too short to con-
tain a detailed label (“OK”; “Well”). Nonetheless, to a very significant de-
gree, participants in even brief, unscripted conversations, whether between 
strangers or old friends, often provide labels that arguably summarize the 
microassemblage relations in which they have just been engaged. For this 
reason, in line with the spirit, if not the letter, of much work in conversation 
analysis, a computational approach to conversational assemblage relations 
seems warranted.28 If the conversations are high- level diplomatic interac-
tions, which presumably are scripted for each participant (though without 
guarantees that the interlocutor will abide by the script), then labeling (and 
hence my proposal on computing assemblage in a way akin to narratives) 
seems quite plausible. To see if it is, I now turn to some examples.

Diplomatic Conversations

One of the virtues of electrical means of voice communication is that they 
permit third parties to listen in (perhaps at the time, perhaps to a record-
ing) and thereby produce a fairly accurate and detailed transcript of what 
was said. As an information source, this is far superior to the memoranda of 
conversation regularly produced in foreign ministries and embassies. More-
over, and luckily for the scholar, top leaders tend to be sufficiently paranoid 
that they routinely make it possible for their conversations to be transcribed 
(e.g., both Richard Nixon and Henry Kissinger regularly had their phone 
conversations, including with each other, listened to and transcribed by their 
subordinates), which has meant that an enormous cache of materials has 
now begun to make its way into the public domain.

It might immediately be objected that such transcripts are next to worth-
less as a report on what policies leaders actually followed. The standard put- 
downs of this sort are “lies” or “cheap talk,”29 and there is certainly a kernel 
of truth to that criticism— even if these conversations are behind closed 
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doors and even if saying something that turns out to be untrue reduces a 
leader’s credibility in the eyes of his/her peers. (For that matter, documents 
can be classified, misplaced, redacted or destroyed; conversations can be not 
committed to paper; and journalists can be spun, if not downright lied to. In 
other words, there is no privileged access point to a knowledge of wie es ei-
gentlich gewesen.) However, the point of analyzing conversations is not to get 
a better idea of a government’s secret policies but to understand what leaders 
were agreeing or disagreeing on and how much one deferred to another. By 
analyzing conversations, one might shed some light on such phenomena as 
partnership, adversarial relations, or power.

In the following examples, I summarize a “who influences whom” analy-
sis of two diplomatic conversations. For each conversation, I begin by briefly 
giving the background, then a transcript of the actual words. That transcript 
includes, in square brackets, the results of a manual parse of illustrative por-
tions of the conversation, with conversational turns labeled as argumentative 
speech acts.30 I then count the number of argumentative speech acts used 
by each interlocutor, calculate the most common pair(s) of those acts in the 
conversation, and see whether that most common pair is, as per the above 
research proposition, reflected in the label of the conversation as a whole.

In this method, identifying the assemblage relations constitutive of a 
conversation’s narrative and, computing the conversational label from those 
relations are straightforward tasks: the most common pair of speech acts is 
taken as the function’s input and matched against the label for the conversa-
tion as a whole.31 Of course, we can imagine far more complicated assem-
blage relations, but in the case of diplomatic conversations, where at least 
one of the leaders has clear points that she/he wants to make, a focus on the 
most frequent speech acts is reasonable, especially as a way to start analyzing 
who influences whom.

Example 1: Reagan and Thatcher, Grenada, 1983

My first example is drawn from a conversation between Ronald Reagan and 
Margaret Thatcher a day after US troops intervened in the former British 
colony of Grenada. Reagan had cabled Thatcher on the eve of the interven-
tion, indicating that he was thinking of sending troops; a few hours later, he 
sent her a follow- up cable saying that he had decided to intervene. Thatcher, 
who had been working on a draft reply after the first cable, immediately 
reworked it and dispatched it after receiving Reagan’s second message. In 
her telegram, she argued that intervention was both unjustified and likely to 
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have negative consequences. She then followed up her cable with a phone call 
to Reagan (by then, it was shortly after midnight in London), urging him to 
take seriously her written message. Reagan promised to do so but was fairly 
clear that he had reached the point of no return, a position he reiterated in 
another cable sent some half a dozen hours later. The day went on, fighting 
occurred, and the next day, in the afternoon, Reagan telephoned Thatcher, 
starting their conversation by joking that if he were there, he would throw 
his hat in the door before he entered. He then stated that he regretted any 
embarrassment US actions had caused to the British government because of 
the secrecy of US military planning. After a somewhat lengthy recitation of 
events, the conversation continued as follows:

01 Prime Minister Thatcher: I know about sensitivity, because of the 
Falklands. That’s why I would not speak for very long even on 
the secret telephone to you. Because even that can be broken. I’m 
very much aware of sensitivities. The action is underway now and 
we just hope it will be successful. [CHALLENGE]

02 President Reagan: We’re sure it is. It’s going beautifully. . . . They 
turned out to be a military command and the opposition that still 
remains, as the last word we have here— in about three spots on 
the Island— is led by these Cubans. They are the leading combat 
forces, not the Grenadian forces. We have captured 250 of them 
already. [RESPONSE TO CHALLENGE; INVERSION OF 
EVALUATION]

03 Prime Minister Thatcher: Well let’s hope it’s soon over Ron, and that 
you manage to get a democracy restored. [REITERATION; 
INVERSION OF EVALUATION]

04 President Reagan: We’re very hopeful that it is going to be short 
and then your role is going to be very critical, as we all try to 
return Grenada to democracy under that constitution that you 
left them. [REVISION OF RESPONSE TO CHALLENGE; 
RESPONSIBILITY SWITCH] . . . 

05 President Reagan: . . . We know that you and through the Queen’s 
Governor General there— all of us together— can help them get 
back to that constitution and a democracy. [RESPONSIBILITY 
SWITCH]

06 Prime Minister Thatcher: I just hope Ron, that it will be very 
soon and that they will manage to put together a government 
which can get back to democracy. [REITERATION; 
RESPONSIBILITY SWITCH]

07 President Reagan: Those people on those other islands are pretty 
remarkable. [PARTIAL AGREEMENT; RESPONSIBILITY 
SWITCH] . . . 
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08 President Reagan: . . . We want to put them out ahead in helping 
with the restoration of a government, so there will be some taint 
of big old Uncle Sam trying to impose a government on them. 
[RESPONSIBILITY SWITCH]

09 Prime Minister Thatcher: There is a lot of work to do yet, Ron. 
[SIDESTEP; RESPONSIBILITY SWITCH]

10 President Reagan: Oh yes. [PARTIAL AGREEMENT; TRYING TO 
CLOSE]

11 Prime Minister Thatcher: And it will be very tricky. [REITERATION; 
CHANGE IN EVALUATION]

12 President Reagan: We think that the military part is going to end 
very shortly. [TOPIC SHIFT; TRYING TO CLOSE]

13 Prime Minister Thatcher: That will be very, very good news. 
And then if we return to democracy that will be marvellous. 
[REITERATION; INVERSION]

14 President Reagan: As I say, I’m sorry for any embarrassment that we 
caused you, but please understand that it was just our fear of our 
own weakness over here with regard to secrecy. [TOPIC SHIFT; 
APOLOGY]

15 Prime Minister Thatcher: It was very kind of you to have rung, Ron. 
[COURTEOUS NONACCEPTANCE]32

For Reagan, the most common speech act in this conversation is RE-
SPONSIBILITY SWITCH (four instances; he carries out no other speech 
act more than twice); for Thatcher, it is REITERATION (five instances; 
she carries out no other speech act more than twice). The closing (which, 
per the argument above, is presumed to be the label given by the interlocu-
tors to the conversation as a whole) is APOLOGY (Reagan), COURTE-
OUS NONACCEPTANCE (Thatcher).33 Although this is not an exact 
match to the pair RESPONSIBILITY SWITCH (Reagan), REITERA-
TION (Thatcher), it is compatible with it: in both cases, we see Reagan 
proposing something to Thatcher (for most of the conversation, Reagan is 
attempting to get the British to help out or at least to sympathize with the 
US action), only to be rebuffed by her. Indeed, what is interesting about 
the conversation is how a superpower, dominant in its own region and able 
to take the military initiative, is nonetheless unable to persuade a suppos-
edly close ally to lend it support, a finding reflected in a lopsided Security 
Council vote the next day.34 Formal analysis of the conversation thus sheds 
light on limits to international power relations, limits usually scanted in 
the scholarly literature.
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Example 2: Blair and Bush, G- 8, 2006

A second example comes from a conversation held during the G- 8 meeting 
in the summer of 2006. It was captured by an open microphone when Tony 
Blair walked over to where George Bush was eating lunch. My focus here is 
on the portion of the conversation that bore on the Middle East: the sum-
mit issued a statement in support of Kofi Annan’s efforts; Blair, who wanted 
more to be done, proposed dealing with the Israel- Hezbollah conflict by 
sending an international force, then offered himself as an envoy. In the press 
commentary (see below), Blair was widely ridiculed for the way he stood 
behind Bush (who was munching on a roll at the time) and was spoken to 
by the latter (Bush began the conversation, “Yo, Blair. How are you doing?” 
Bush later mentioned his presumption that Blair himself had picked out a 
gift sweater for Bush, which led to a gushing response by Blair).

1 President Bush: What about Kofi? [inaudible] His attitude to ceasefire 
and everything else . . . happens. [PROPOSAL]

2 Prime Minister Blair: Yeah, no I think the [inaudible] is really difficult. 
We can’t stop this unless you get this international business 
agreed. [DISAGREE; ALTERNATIVE]

3 President Bush: Yeah. [NONCOMMITTAL; WAITING]
4 Prime Minister Blair: I don’t know what you guys have talked about, 

but as I say I am perfectly happy to try and see what the lie of the 
land is, but you need that done quickly because otherwise it will 
spiral. [REITERATION; PROPOSAL]

5 President Bush: I think Condi is going to go pretty soon. 
[NONCOMMITTAL; ALTERNATIVE]

6 Prime Minister Blair: But that’s, that’s, that’s all that matters. But 
if you . . . you see it will take some time to get that together. 
[PARTIAL DISAGREEMENT; REITERATION]

7 President Bush: Yeah, yeah. [NONCOMMITTAL; WAITING]
8 Prime Minister Blair: But at least it gives people . . . [PARTIAL 

DISAGREEMENT; REITERATION]
9 President Bush: It’s a process, I agree. I told her your offer to . . . 

[NONCOMMITTAL; TRYING TO CLOSE]
10 Prime Minister Blair: Well . . . it’s only if I mean . . . you know. 

If she’s got a . . . , or if she needs the ground prepared as it 
were. . . . Because obviously if she goes out, she’s got to succeed, 
as it were, whereas I can go out and just talk. [PARTIAL 
DISAGREEMENT; REITERATION]

11 President Bush: You see, the irony is that what they need to do is to 
get Syria, to get Hezbollah to stop doing this shit and it’s over. 
[SIDESTEP; ALTERNATIVE]
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12 Prime Minister Blair: [inaudible]
13 President Bush: [inaudible]
14 Prime Minister Blair: Syria. [REITERATION]
15 President Bush: Why? [QUESTION; WAITING]
16 Prime Minister Blair: Because I think this is all part of the same thing. 

[PARTIAL DISAGREEMENT; REITERATION]
17 President Bush: Yeah. [NONCOMMITTAL; WAITING]
18 Prime Minister Blair: What does he think? He thinks if Lebanon 

turns out fine, if we get a solution in Israel and Palestine, 
Iraq goes in the right way . . . [BUTTRESSING OPINION; 
REITERATION]

19 President Bush: Yeah, yeah, he is sweet. [NONCOMMITTAL; 
TOPIC SHIFT]

20 Prime Minister Blair: He is honey. And that’s what the whole thing 
is about. It’s the same with Iraq. [PARTIAL AGREEMENT; 
REITERATION]

21 President Bush: I felt like telling Kofi to call, to get on the 
phone to Assad and make something happen. [SIDESTEP; 
ALTERNATIVE]35

For Blair, the most common speech act is REITERATION of his pro-
posal to visit the Middle East as an envoy (eight instances); second is PAR-
TIAL DISAGREEMENT with Bush’s alternative of Condoleezza Rice go-
ing to the region (five instances); Blair carries out no other speech act more 
than once. For Bush, the most common speech act is NONCOMMIT-
TAL with respect to Blair’s proposal (six instances); second is WAITING 
for Blair to give better arguments or give up on his idea (four instances); 
third is ALTERNATIVE of sending Rice (three instances); Bush carries 
out no other speech act more than twice. Since the conversation was cut 
off, there is no closing supplied by the interlocutors; instead, we need to 
look at press accounts to label the conversation as a whole. In fact, there 
is unanimity on the label (REITERATED PROPOSAL [Blair], REITER-
ATED NONACCEPTANCE [Bush]), with media commentary empha-
sizing Blair’s self- imposed and serial humiliation.36 Although this is not an 
exact match to the pair (REITERATION [Blair], NONCOMMITTAL 
[Bush]) or to some other pairing of the top two or three instances by each 
speaker, it again is compatible with the top pairing and most of the other 
combinations.

To say that Blair’s inability to influence Bush is simply part and parcel of 
a more general weakness of junior partners as compared with senior ones, 
particularly superpowers, somewhat misses the local dynamics of the con-
versation between the two leaders. Bush never flat out says no to Blair (just 
as Thatcher never explicitly rejects Reagan’s ideas); Blair, who was of course 
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a very skilled politician, takes advantage of Bush’s reaction to push his idea 
over and over again, each time putting a slightly different spin on it. In the 
end, that Blair was a close ally of Bush and loyally supported him, includ-
ing on the Israel- Hezbollah conflict, meant that Bush at least had to listen 
to Blair, an action that foreshadowed the drafting of an eventual cease- fire 
resolution the following month. In this sense, once again, formal analysis il-
luminates more of the subtleties of international power relations than either 
structural accounts or press commentary.

So What?

The computations summarized for the two conversations above lend support 
to the proposal made earlier that diplomatic conversations, at the very least, 
display modes of assemblage strongly akin to narratives. But what does this 
gain for us either substantively or theoretically? Why go through an intricate 
coding and aggregating procedure, when one can simply eyeball transcripts? 
Why even study conversations, when, as everyone knows, strong states push 
around their allies? To start with, the reason to engage in systematic coding 
is that “eyeballing” texts is practically a guarantee of overemphasizing certain 
passages and scanting or ignoring others. Similarly, explicitly coding on sev-
eral possible adjacency- pair dimensions and calculating the frequency with 
which each dimension appears is a good way of counteracting biases and 
preconceptions (e.g., the British press reaction to the “Yo, Blair” conversa-
tion) as to the overall tenor of a given conversation.

More generally, without bothering to repeat the arguments made ear-
lier against the “cheap talk” objection, the computations summarized above 
show that the US leader has the upper hand, substantively speaking, in both 
conversations, even though, in both cases, he makes more concessions to 
his British counterpart than IR theory would suggest. This is why both the 
clearly prescripted talking points that Reagan had been given and the equally 
clearly preset position that Bush had on the Middle East had to be fuzzed 
even as they were insisted upon. However, the conversations also show what 
we might call “first- mover disadvantage.” In the Grenada case, Reagan was 
the requester, Thatcher the refuser; in the G8 case, those roles were played by 
Blair and Bush, respectively. If the person who is being asked a favor by an 
ally feels some pressure not to say no directly, the person who is asking the 
favor is in a structurally disadvantaged position: the interlocutor only needs 
to avoid saying yes. That the favor seeker is the superpower in one of my 
examples and the junior partner in the other makes this first- mover disad-
vantage particularly striking. This is a concrete demonstration of how power 
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involves consent, not just imposition; as Reagan and Bush (but not Thatcher 
and Blair) might have put it had they ever read Gramsci, hegemony is always 
more pleasant when it is swaddled in compliments.

Conclusion

This short analysis, though both partial and preliminary, is promising. It 
suggests that whether social facts are assembled in a temporally indexed fash-
ion, as narratives, or as conversations, they are constitutive relations akin to 
functions. As such, they can be modeled computationally, a task that in-
volves bringing into correspondence their nature as a specific phenomenon 
and the assemblage of their elements.

We have also seen that despite the necessarily improvised nature of most 
conversations, they are every bit as structured as narratives or typical social 
objects. This, I think, has three implications for future constructivist work. 
Methodologically, it would be worthwhile to learn computational tech-
niques, particularly from linguistics. Theoretically, it would be of value to 
become better acquainted with microsociological work, particularly in the 
field of conversation analysis. This is a well- established domain, with its own 
vocabulary and coding techniques; its emphasis on locally produced forms 
of order is a useful complement to the fascination many constructivists have 
for macrosociological theories. Microsociological work does not ignore is-
sues of power or identity; it grounds them in concrete, routine practices. 
Finally, it would be of considerable interest for constructivists to become 
better acquainted with diplomatic conversations and other traces of the nuts 
and bolts of day- to- day global politics. It would give us many more phe-
nomena to theorize about, provide a built- in series of checks for empirical 
assessment, and, last but not least, help us be better able to compare and also 
contrast the world we live in with other, earlier historical eras.

In addition, constructivists and other IR scholars are able to contribute 
a certain theoretical depth that until now has been lacking in the analy-
sis of diplomatic conversations. Until recently, of course, there were few 
real- time conversations available for analysis (comparison with “memoranda 
of conversations” or telegrams summarizing conversations shows just how 
inexact most official summaries are); in the last two decades or so, such 
conversations have mostly been studied by biographers and diplomatic his-
torians. Their intellectual hobbyhorses— whether about personality, the role 
of individuals, or the significance of chance, are well-known, and both the 
systematic quality of social science methods and the institutionalized cyni-
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cism of IR scholars, whether constructivist or otherwise, offer the possibility 
of bringing to the study of diplomatic conversations significant theoretical 
and substantive insights.
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