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1. Introduction?

An increasing number of developing countries aaéigg transition in economic
growth and are able to raise level of human andakaevelopment. The key question
however, even when the process seems to work iwdibw to hasten and sustain the speed
of economic growth, and turn such growth into higiality sustainable development.

North advocated the new institutional economilii&§) to claim that institutions are
a primary cause of economic development and thatldpment agenda should be redirected
to "build" institutions as that of the standardsdef/eloped countries of todayn the words
of North (1990): “That institutions affect the pemihance of economies is hardly
controversial. That the differential performanceeaionomies over time is fundamentally
influenced by the way institutions evolve is alsat sontroversial.” The new institutional
economists believe that stages of economic devedapm@re exogenously determined, or at
best they influence development through institigjdsy economic policy and geography.

This paper attempts to understand the processvela@nent in the context of three
major determinants as expounded in the literatwie,, institutions, economic policy
measures and geography.

The NIEs argue, following North’s arguments Acemnpglohnson and Robinson
(2001) provided some of the influential empiricaidence to describe the importance of
institutions. To address the issue of endogenditgmoglu, Johnson and Robinson used
settlers mortality(an instrument for institutions to control for eggneity in 2SLS-IV
regression specification) by using the dataset wfofean colonialists mortality rates of
soldiers, bishops and sailors, and concluded thedgeans adopted better institutions where
they faced low mortality rates, and vice versa. Emapirical evidence showed that after
controlling for the effects of institutions, the aggaphy did not matter for economic
performance. Acemoglu, Johnson and Robinson (22024) concluded that “Institutions as
the Fundamental Cause of Long-Run Growth” (2008heir findings were strengthened by
Rodrik, Subramanian and Trebbi (2004), as theyeatdghat “Institutions Rule: The primacy

! See Basu (2008) for the larger version of thisepapthe UNCTAD working paper series.

2 Douglas North received Nobel Prize in Economice8ce in 1993 “for having renewed research in ecanom
history by applying economic theory and quantigtiiethods in order to explain economic and in&bitzd
change.”

% See Knack (1997) for providing explanation on ennit differences by institutional differences.
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of institutions over geography and integration dor@mic development” They further noted
that the “quality of institutions "trumps" everytigj else.”

Easterly and Levine (2003) demonstrated that utgtils can explain only cross-
country variation in GDP per capita and concludeat tinstitutional quality seems to be a
sufficient statistic for account for economic deghent.” Similarly, Hall and Jones (1999)
attributed the differences in “output per workeriedto differences in “institutions and
government policies.” To join this debate, Bardi{a@05) argued that perhaps institutions
play an important role in determining economic perfance, but a question still remains—
“Institutions matter, but which ones?” He proposedbok into two measures of institutional
quality, namely, rule of law and weak politicallrtg to regress not only on GDP per capita,
but also on literacy and life expectaricie found that rule of law was significant in
explaining the GDP per capita, but not the levelifracy as opposed to weak political
rights variable. This perhaps indicates the impa#aof other sets of institutional quality
variables rather than concentrating on propertigtsigpased measures of institutional quality
alone for the explanation of developmént.

In some of the most cited papers in recent yeartherrelationship between trade
policy, per se, and economic growth are probakdy th Sachs and Warner (1995), Edwards
(1998), Frankel and Romer (1999), Dollar and Kréz301, 2003) and Wacziarg and Welch
(2003). The cross-country regression primarily ®sgg that countries that have opened up
and takenrobust trade policies are the ones growing faster than dthers in raising
economic performance. On contrary, there is stéinty of scepticism about the positive
relationship between opening up and economic pedace’ Stiglitz (1999), Rodriguez and
Rodrik (2000) and Mugtada (2003) raised questidmsuasome of the above studies on
economic growth and openness. Moreover, anothececonnow is about the quality of

growth, rather than quantity per %én this context the role of social policies andtée

* The indicator is taken Political Risk Service (PRBoup’s International Country Risk Guide database

® Two institutional indicators are taken from Kaufmeet al (2005) and Human Development Report of BND
respectively.

® See Basu (2002; 2003a,b; and 2006) for furtheudision and empirical evidence on the role of istins to
improve development within the background of ecoitopolicies and geography both at the national iépd
and cross-country level.

" See Mussa (2000), Rodriguez (2006) for furthecudision on economic integration, openness and frowt
relations.

8 See Barro (2001) and World Bank (2000) for fartiscussion.
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institutional framework is getting at the centrage of the development policies across the
countries. The economic policy includes the tradkep changes, effective industrial policy
measures and appropriate macroeconomic policieaandonsidered the centrepiece of the
so-called Washington Consensus for ‘getting pridght’. On the contrary, Easterly and
Levine (2003) showed a completely “no effects oligyd on development once they were
controlled for institutions. Hence, tipwlicy mattersview in development has not got clean
chit either™

How much does geography contribute to the explanadf the differences in cross-
country economic performance? A long time ago, Msquieu (1748) initiated the
discussions of geography view, by introducing clientneory to explain a lack of economic
development. Diamond (1997) in “Guns, Germs anelStstressed that geography explains
the dominance of Western Europe in modern times.akpied for the importance of
geography and ecology to develop key institutions.

Gallup, Sachs, and Mellinger (1998) professed dim&t could show a critical role of
geography in affecting economic performance aftertolling for macro economic policies
and institutions. McArthur and Sachs (2001) argagdinst the primary role of institutions,
as “both institutions and geographically-relatedial@les such as malaria incidence or life
expectancy at birth are strongly linked to grossonal product per capita.”

Bloom and Sachs (1998) claimed that Africa’s trapienvironment could be seen as
an obstacle to economic development. They also riindé that fact of high malaria
incidence for their huge amount of reduction in waineconomic growth rates. To assert
more importance to malaria incidence and its dewiasgt effect on human life, Gallup and
Sachs (2001), and Sachs (2003a) put forward erapeiidence that it is not only economic
development as measured by GDP per capita; alserfyds “intimately connected™?

Masters and McMillan (2001) provided further emgati evidence to assert that
climatic conditions could determine economic perfance. Taking the argument further and
deeper, Hibbs and Olsson (2005, 2004) describedkélyerole of geographic and initial

biogeographic conditions to help transition fronmmi@gture to industrial development. Their

® This phrase has become synonymous to globalizatMitiamson (2002) says: “Audiences the world over
seem to believe that this signifies a set of neotibpolicies that have been imposed on haplesstiges by the
Washington-based international financial institn@nd have led them to crisis and misery.”

1% The “one-size-fits-all” recommendations of BWI'eke discredited by many.

1 See Glaeser et al (2004), Przerworski (2d6#)urther discussion on institutions and geogsagebate.

-5-



cross-country results show that effects of geogramid biogeography strongly explain the
current level of economic development differentie®n after controlling for institutions as
measured by social infrastructure in Hall and Jofi&99). Sachs (2003a) declared that
“Institutions Don't Rule: Direct Effects of Geoghgpon Per Capita Incomé?All of these
results and arguments are directed to showcase géagraphy matterdor economic
development, even when controlled for institutiomadlity and economic policies.

So, the literatureinambiguouslyshows how economic research in this area has been
debating on the question pfimacy role of factors in explaining the underlying foscef
economic performance variations. The existing ssidend to contradict to announce the
winner among so-calledhree prime contestantsVe attempt to provide a conceptual
framework for analysing these linkages in the bevadontext of development and
institutional quality.

The paper is organised as follows: Section 2 ceslithe interrelationships among
institutions, economic policy and geography. Sect® describes the methodology to
measure DQI and IQIl. The cross-section and pantl, dacluding system-GMM, results
along with the relevant discussions for the econnamenodel specifications are reported in

Section 4. Section 5 concludes the paper.

2. Conceptual framework

The paper attempts to go beyond simple GDP petaamasure to account for the
guality of life aspect of development, and alsovates a broader measure of the explanatory
variable, such as the institutional quality ind&x.

We propose to construct a new measure of developmelity to account for the
different dimensions of economic, health and knolgieof a country. This measure expands
the dimension of the human development index, as BQ@upposed to provide, even, a
broader-measure of development across countrigs.ifitends to underscore the need to go
beyond GDP per capita and/or HDI as a measurewaojement.

2. 3achs (2003b) reminded that “Institutions matteus,not for everything.”

13 Baldwin et al (2001) show how geography of grow#kes-off in the backdrop of “Global Income
Divergence, Trade, and Industrialization”.

14 See Basu, Klein and Nagar (2005) for further distns on different dimensions of quality of life.
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One of the seminal works in quantifying developmard broader perspective was by
Adelman and Morris (1967). They aimed to examireititeractions among the processes of
social, economic and political change with the leaed pace of development. Morris D.
Morris (1979) constructed the Physical Quality afeLIndex (PQLI) to measure the
development quality and/or quality of life with sersocial indicators. Dasgupta and Weale
(1992) in measuring quality of life advanced thenaapt with the inclusion of civil and
political rights. And then United Nations DevelopmeProgramme (UNDP)'s Human
Development Index (HDI, 1990-2005) had brought tbgethe production and distribution
of commodities and the expansion and use of hurapalilities in their measufé.

The proposed Development Quality Index (DQI) isstauncted on the basis of three
dimensions: economic, health, and knowledge. Thhsee dimensions are supposed to
evaluate the society’s overall development level quality of life. There are six indicators
to measure theconomic development the people in the country: GDP per capita (#PP
international 2000 $), Telephone lines, Televissets, Radios, Electric power consumption
per capita, and Energy use per capita. Over thesy#iaere seems to be a consensus that
these indicators are key to economic success oiftges.

In thehealth developmemjuality dimension, we intend to identify the statf health
in countries. We have selected five indicators easure this dimension of the development
guality index. The indicators are the followingfé_expectancy at birth, Infant mortality rate,
Physicians, Immunization of children, and CO2 emoiss per capita. The CO2 indicator
shows an environmental aspect, which may lead geadation of health condition®

Finally, in theknowledge developmedimension, four indicators are included. These
indicators provide both the quantity and qualitpexsts of knowledge and/or human capital
accumulation. The indicators are the following: latlteracy rate, primary school enrolment
rate, secondary school enrolment rate and totabeumf years in schoolé.The idea here is
to capture not only total literacy conditions, [@$o to see their components. Finally, we

15 See Anand and Sen (1994) on “Human developmenexintethodology and Measurement” for a
comprehensive discussion of HDI, Sen (1999) foaitkd discussion on development as freedom coreght
related paradigm, and Sengupta(2000) on rightsebagproach to development.

® The concept of Green Growth is now taking shapmired the world to account for the environmental
concerns.

Y The Barro and Lee (2000) dataset shows the avemays of schooling in the adult population (25rgeaf
age and older).



have selected 15 indicators to measure a compoeiex of development quality index
(DQI).

Moreover, we conceptualize the institutional qyailito three dimensions to organize
provide a new measure of institutional quality. Tihdicators are obtained from existing
sources, but we use a new methodology to prepapen@osite index by assigning statistical
weights to these chosen indicators and groupedtimee categories® Therefore, the new
measure of aggregated Institutional Quality IndéQl)( is constructed to monitor and
evaluate the quality of institutions among coumstri©ur institutional quality measure is
based on three dimensions: economic, social anticabl

There are now some widely used measure of ingtitati quality to capture
institutional dimensions around the world. Perhd@gvernance Matters IV: Governance
Indicators for 1996-2004" as constructed by Kaufmanal. (2005) of the World Bank, has
now become the standard tool to measure institati@uality around the world. The
governance indices are compiled from different sesirand are put together. Some of the
sources that go into constructing that index aee ftillowing: PRS Group-ICRG index,
Freedom House’s Economic Freedom Index, POLCONbdaty Polity IV project database
and many others.

The dimensioneconomic institutionafjuality, is composed of eight indicators: legal
and property rights (on an increasing scale of J1-blQreaucratic quality (on a scale of 0-4
scale, 4 corresponding to the lowest level of bucezcy), corruption (on a scale of 0-6, 6
corresponding to least corruption), democratic antability (on a scale of 0-6 scale, 6
corresponding to the highest level of accountapjlgovernment stability (on an increasing
scale of 0-12), law and order (on an increasindeso& 0-6), independent judiciary (on a
binary scale of 0-1, 1 corresponding to greateepashdence), and regulation (on a scale of
1-10 scale, 10 corresponding to the lowest leveégtilation).

The dimension,social institutional quality, is intended to represent rights and
empowerment through the following indicators: préssgedom (on an increasing scale of 1-

3), civil liberties (on an increasing scale of 1x1physical integrity (on a scale of 0-8, 8

18 All the indicators that make up the DQI are sefplanatory in nature.

19 See UNDPs publication “Sources for Democratic Goaace Indicators” for the most comprehensive
account of all the existing institutional qualitydicators in the market.
http://www.undp.org/oslocentre/cross.htm



corresponding to the highest level), empowermegtitsi (on an increasing scale of 0-10),
freedom of association (on an increasing scale -8), Gvomen's political rights (on an
increasing scale of 0-3), women’s economic right @n increasing scale of 0-3), and
women's social rights (on an increasing scale 8f3-

The dimension,political institutional quality includes the following indicators:
executive constraint (on a scale of 1-7 scale,riiesponding to the level of least constraint),
democracy (on an increasing scale of 0-70), palitights (on an increasing scale of 0-10),
polity (on a scale of 0-10, 10 corresponding to thghest level of democracy), lower
legislative effectiveness (on a binary scale of Q-torresponding to an effective lower level
for the legislative process), upper legislativeeefiveness (on a binary scale of 0-1, 1
corresponding to an effective upper level for tlegislative process), and sub-federal
independence (on a binary scale of 0-1, 1 corretipgrio a higher level of decentralisation).
There are thus 23 indicators in total for the thdigeensions of 1QI. (See Appendix Table Al
for list of indicators in DQI and 1QI)

Geography is measured by an absolute value of idtande from the equator in
degrees, latitude, that is scaled between 0 andhdre O is the equator), and other indicators
such as climatic, ecological and incidence of nialawhile economic policy measures are
captured by some of the key economic policy intetie&s such as macroeconomic stability
policies to contain inflation; trade policies f@moval of quantitative restrictions on imports,
reduction in import tariffs to increase trade opessiand integration to the world economy;
other external sectors control policies to intee/&m exchange rate determination; financial
market policies for banking sectors, capital litheedion measures, credit market
deregulation mechanisms; and domestic industrifitipe of privatisation of the key state
owned enterprises, removal of state sponsoreddigbsand flexible labour market policies,
etc. So, the economic policy is measured by trapgenwess, inflation, exchange rate
differential, credit market deregulation and cdplitaeralization measures). (See Appendix
Table A2)

The issue oendogeneitys taken care of in this paper. In the case diftui®ns, the
economic policies may also be influenced by incoamnel institutions. Hence, there are
possibilities of reverse causality. On the othendiaNIEs argues that geography is an

% gsee Swamy et al (1999) for discussion on gendgcarruption.
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exogenous determinant of economic performance. Mery¢he proponents of a geography
hypothesis argue that geography can directly affeethuman health and environmental
conditions, and that would in turn influence ecoimoonditions?*

As Sachs argues that the disease burden, as mgdsumalaria transmission and
other diseases can not be taken exogenous any@®rthey are invariably affected by
development and institutional quality. Therefo, émpirical treatment, we need to find out
“good instruments” to tackle the endogeneity conaar institutions, economic policy, and
geography-related factors. In this paper, we amimtobducing any new ‘instruments’. We
make use of exiting instruments for institutionsi@ean colonizer’'s settler mortality and
Europeans ethnolinguistic fractions that combinedlish language speaking population,
and other European language, such as French, Ger8panish, Portuguese, speaking
population are two most widely used instruments)n@conomic policy (constructed trade
share derived from a gravity-based approach otdrdd trade estimation), and geography
(ecological and climatic conditions) for the 2SD\5{two stage least squares- instrumental
variables) regression estimations to address emedgeof the variables.

So, according to the above discussions, we netbtaf, indeed, institutional quality
is the only significant determinants of developmértie proponents of economic policy
measures and geography argue a close interrelaipoasmong these factors in determining
differential of variation among countries. Therefathe testable hypothesis is:

Institutional quality (measured by an index IQ$) a significant factor relative to
economic policy and geography in explaining quatitydevelopment (measured by an index
DQI), but its relative significance depends on armny's stage of development.

Throughout this paper, with the two new measuresd@felopment (DQI) and
institutions (IQI), we intend to explore thorougtlye above hypothesis. Furthermore, the
paper helps to disentangle the complexities of idgweent process by introducing DQI, and
its interactions with institutions, economic poBcend geography in this increasingly

globalized world??

2l See Chong (2000) and Kaufman and Kraay (2003)hencausality between institutions and economic
growth.
%2 See OECD (2001) and World Bank (2003)
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3. Measuring Development and Institutions

In this section, we propose two new measures, IDpaeent Quality Index (DQI) and
Institutional Quality Index (IQI). Nagar and BasB002) developed a methodology to
construct a composite index based on the multitergatistical technique of principal
component analysié® The key advantage of this methodology is the pilgito define a
composite measure that is able to account forantems and interdependence between the
identified set of dimensions and variables to carastthe DQI and 1QI.

3.1 Computational method of DQI and 1QI

We postulate DQI and IQI are, in factladent variable, which cannot be measured

directly in a straightforward manner. However, agsume that it is linearly determined by

many exogenous variables sXy,....... Xy -
LetY=a+ [ X1 +......... + Bk Xk +e-------- (1)
where X,,....... Xy, measured over countries is a set of total nurolbesariables that are

used to capture Y (DQI or 1QI). For normalisatithe maximum and minimum values of
these indicators are taken from world sample, abwe can trace out their relative rise over
the period at the national level. In the case giamal level analysis, the maximum and

minimum values are taken from countries own sardphlang the period under study.

Following normalization of exogenous variables, eamstruct principal components
of X, yee.... X, which have the property that the first principamponent (P accounts for
the largest proportion of total variation in allvééopment quality variables, the second
principal component @ accounts for the second largest proportion dlteariation in all
development quality variables, and so on. If we pota@ as many principal components as
the number of development quality variables, thalteariation in all of them is accounted
for by all principal components together. It is tovhile to note that the principal
components are mutually orthogonal. It is wortHe/lib note that the DQI and IQI are a
weighted sum of a normalized version of these satecariables, where respective weights

are obtained from the analysis of principal compdsie

% See Klein and Ozmurcur (2002/2003) and United dwesti( 2005, 2007) for application of this methodglog
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The DQI or IQI can be shown as

AR+ + AR
DQI/IQI =211 Sl S 2
QU= @

Here weights are the eigenvalues of the correlatiatrix of exogenous normalised
variables. We have arranged them in descending rordé magnitude as

Var P, = Ay, ---,Var Px = A . Moreover, we assign largest weight/> A, to P, because

it accounts for the largest proportion of totaliadon in all development quality variables.

Similarly P, has been assigned the second largest welghd_ A, because it accounts for

the second largest proportion of the total varratio all the development quality and
institutional quality variables, and so on.

In the case of Development Quality Index (DQI), weparately compute three
dimensions of development quality: economic, healtid knowledge, in line with above
methodology. Once, we obtain three indices, we thgain run the model to construct the
DQI for each of the countries in the sample for $pecific time point, say, t. Similarly, we
construct three separate dimensions of 1QI: ecooosaicial and political, and then combine
them again with the similar procedure to obtainexaf institutional quality. The higher
values of both indices indicate higher level of elepment and institutional quality
respectively and the indices are comparable owert

4. The empirical model

The hypothesis is examined through the framewbthefollowing basic equation:
DQl, =a, +a,IQl, +a,EPOL +a,GEOG +¢  (3)

where the dependent variable D@l development quality index in country i of therent
sample; and three ‘primary’ explanatory variables the following: 1Q] is the Institutional
Quality Index; EPOLis the trade/GDP ratio, an indicator of economierogess and attempts

to integrate with the world economy; GEQ( a measure of geography, which is the

24 See Basu and Nagar (2004) for the statistical gutigs of this type of composite index as estimaioa
single latent variable.
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absolute distance from the equaterjs a random error term; and the subscript i denotes

country i.

Ordinary Least Squares (OLS) estimates of (Ieweade with the use of combined
time-series and cross-section data for the nomkaweing periods, 1980-1984, 1985-1989,
1990-1994, 1995-1999, and 2000-2004.

If it is assumed that IQland EPOL are endogenous variables, there is reverse
causation, which vitiates the assumption of thepehdence of these two indicators and the
random error term, thus making the parameters jre§8mated through OLS difficult to
interpret. In technical terms the estimates ofgammeters are biased, and the error will not
disappear as the sample of observations increaseshe estimates are also inconsistent.
This problem is handled here through the methodtwdb-stage least squares with
instrumental variables (2SLS-1V). For this purpo$allowing Acemoglu, Johnson and
Robinson (2001), logSMa measure of settler mortality, and following rik@l and Romer
(1999), EPOLG an appropriately constructed trade share, artuded as instruments
assumed to contribute together with the exogenauaie, GEOG to the determination of
IQI; and EPOL We also employ other instruments of institutiemsest the robustness of
the result. Thus in the first-stage of the 2SLSAWS estimates of IQnd EPOLare made

on the basis of the following two equations:

IQl; =B, + B,logSM, + B;EPOLG + 5,GEOG + ¢,

4
EPOL, =6, + 6,EPOLG +6,logSM, + 6,GEOG + +&¢nq, )

The resulting OLS estimates of IQp, + B2 logSM + B3 EPOLG + B4GEOG. and of
EPOL, 61 + 0,EPOLG + 03 logSM + 04, GEOG, are then inserted in equation (1), removing
the problem of the dependence of;lgid EPOLong;, the error term.

The results of the estimates for the two stage2SifS-1V carried out on pooled
cross-section data for 1980-2004 are shown separfatethree groups: all countries in the
sample, after exclusion of countries belonging til& and SEE&CIS, and after exclusion of

African countries.

As an alternative approach to addressing problpased by the pooling of cross-

section and time-series data as well as other asam problems such as endogeneity, the
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technigues of modelling panel data can be employéése techniques make possible the
identification of changes through time in the waywhich IQI and the other regressors
influence DQI. They also have the advantage ofwafig for the effects on estimation of

such issues as unobserved country effects, biagsesta omitted variables leading to

unobserved heterogeneity, outliers, endogeneitg, ahd of producing more reliable

estimates as the sample of observations and theemunf degrees of freedom increaSe.

The basic specification of the equation used ler éstimation with panel data is as

follows:
DQl, =a; + 41Ql, + B,EPOL, + &, (5)

where DQ} is development quality index in country i (for & 2,....102) at time t (for

t=1980-84,....2000-2004) of the current sampigis an unobserved time- invariant country-
specific heterogeneity term, IQIs the Institutional Quality Index; EPQLs a measure of
countries economic policy, angl is a random error term. Country-specific effectschtare
covered by GEOG in the OLS and 2SLS-IV regressaashow included in;. According to

the hypothesis stated above that the signg;o0énd p, are expected to be positive and
significant.

If a simple pooled OLS-estimation procedure isligppto estimate equation (3), the
model will not exploit all the panel structuresdahe coefficient estimates will be inefficient
and standard errors may be incorrect. The choicgppfoach to panel data depends on the
assumptions made about the variable representing the unobserved hetessiyein the
data. If it is assumed that; and the regressors may be correlated, then theojpgte
estimation procedure is one of those for the figffdcts model (FEM). But if they can be
assumed to be uncorrelated, the appropriate proeaduhat for the random effects model
(REM). Whether the FEM or the REM is preferred, tH@usman specification test can be
used to check the statistical significance of tligekence between parameters estimated on

the basis of the two alternatives.

The framework of a dynamic model for panel datmiework can also be used to

investigate variation in parameters within a cresstion and through time. In recent

% See Baltagi (2002) and Wooldridge (2002) for dethdiscussions on the panel data models.
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empirical literature two types of dynamic panel misdhave been used: the difference-
Generalised Method of Moments (GMM) estimator psgzbby Arellano and Bond (1991)
(henceforth AB) and the system-GMM as proposed loy@&ell and Bond (1998) (henceforth
BB). In GMM specifications the estimator allows ftre inclusion of lagged dependent
variables among the explanatory variables, whi&egacare of unobserved country- specific
heterogeneity and the endogeneity of other explapatariables by introducing appropriate

lagged variables to be used as instruments.

Following Arellano and Bond (1991), equation 5 t&re-specified as follows:
ADQI, =JADQI,, + B,AIQ1, + B,AEPOL, +As,  (6)

where Ais the first difference operator. Since the neworeterm Ag;is by assumption
correlated with the lagged dependent variablel;;;, AB used the following instrumental

variables: levels of DQI lagged two and more pesjoand levels of the IQl and EPOL
lagged two and more periods. It is intuitively aifflt to account for the differences in 1QI
and EPOL on differences in DQI. But BB showed thditen explanatory variables are
persistent over time, lagged levels of these vieshre weak instruments for the regression
equations expressed in first differences. Thus 8Rlle to combine the first-differentiated
GMM with the regressions in levels (system-GMM).isTimethod reduces the potential
biases associated with the estimators of the #@iference-GMM of AB and produces
consistent and efficient parameter estim&teshe analysis is only carried out by using

system-GMM only for dynamic panel models.

The results of their analysis, which regresses B@lagged DQI, 1QI, political 1QI,
social 1Ql, economic IQl, EPOL which also includesw inflation, the differential between
the official and black-market exchange rates, arghsure of credit and capital-account

liberalisation measufé

% See Bond (2002) for an in depth analysis of dyegranel models.

2 The basic source of capital-account liberalizatimasures are taken from IMF’s Annual Report onharge

Rate Arrangements and Restrictions. This measune@ed as follows: if a country is open in a# flve years

during the period, say 2000-2004, then assign stpifeit is open for 4 years, assign score 0.8, ¥gears 0.6,
and so on. 0 is assigned if country is closed linha five years. So, the variable takes value fi@iftapital

control- not capital-account liberalization) and (o capital control- highest level of capital-acnbu
liberalization). See Basu (2007) for further disior and use of this new measure.
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This paper is based on 102 countries as showalteTA3, with 22 OECD countries.
The list also shows that of 29 least developedsandll-medium size economies as defined
by United Nations and WTO respectively. This alsdudes 64 countries from AJR (2001)
sample on settler mortality data. We have compt@d and 1QI for 102 countries for five
time points: 1980-1984, 1985-1989, 1990-1994, 19989, and 2000-2004. In the cross-
section regression results, initially we obtainedigud wise OLS estimates. Then we make
average of the five time points, to run the crassatry regressions. However, sample size
differs due to (i) settler mortality rate data fréxdR (2001) which has data on 64 countries,
(i) the whole sample (102 countries), and (iii)uotry groupings, like only developing
countries (76 countries), and least developed cmsnand small-economies (29 countries).

In panel data regression, we use a five-yearlgsgatfor each of the 102 countries in
each of the time points. This indicates a balanpadel dataset, with a total of 510
observations. Likewise in the cross-section cdse,tbtal numbers of observations vary in
panel-data depending on the above classificatiosaofple of countries. (See Table A4 and

A5 for correlation between DQI, IQI and all exogasandicators)

5. Results

This section discusses results both for crossese@nd panel data estimation, including
dynamic modelling. In section 5.1, initially, we sduss results from cross-section
regressions; including OLS and two-stage least reguanstrumental (2SLS-1V) results.
Robustness analysis is also reporfédn section 5.2, we discuss results from panel data
analysis, both in static and dynamic frameworkaldynamic panel, we provide results for
System-General Methods of Moments (System-GMM) afnBell-Bond (1998) two-step

procedure.

In Table A6, we present the results of this bagecification for each of the time
points of the sample. In column 1 of panel 1, #sults are shown for the period 1980-84,
and in the last column we show the results afteraying the whole period, from 1980 to

2004. The OLS results clearly indicate that forwiele sample of 102 countries, in each of

% See Nagar (1959) for seminal work on 2SLS analyé$ayar and Gupta (1970) for further discussiom in
complete simultaneous system.
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the periods, the coefficient of 1QI remains sigrafit at the 1%-levéf The coefficient of the
geography variable is positive and significanthes 1%-level for all periods, and the whole
period as well. The coefficient of the economici@plvariable is positive but significant at
10% level. This goes with our hypothesis that IQd¢licy and geography variables are
positively correlated with DQI variable. In  next réle panels, we replicate the same
specifications, but with three different dimensioofs IQIl, namely, political, social and
economic. It is noteworthy that in all the periquesifications, and for the whole period the

results show a positive and significant sign fol dignensions.

Let us illustrate the case of India and Switzetldor a probable impact of 1QI on
DQI. If OLS is a causal relationship, then the sifethe coefficient on IQI suggests its
impact on DQI. For example, India has an IQI valughe sample of 7.34, and a DQI of
5.90. The regression coefficient from column 1 able A6 (with geography and the
economic policy variable as explanatory variabledjcates that if India had an IQI closer to
the 1QI of 12.22 in Switzerland, then India woukllse its level of DQI to about 16.88 (as
against DQI of 5.90 in the sample, and of 35.55Sefitzerland), which indicates an

improvement of over 186% from its current DQI value

Coming to the coefficients of two other indicators these three different 1QI
dimensions, we provide evidence that although #@goaphy variable continues to remain
positive and statistically significant; howevere ticonomic policy variable (as measured by
trade/GDP ratio) is insignificant at the convenéiboonfidence level in social and economic
dimensions of 1QI model specifications. We are sioétching far here the implications of
this result, but one may tend to think that “stalplelitical institutions and/or good political
institutions (of course, democracy is part of th@cpss and inside the political QI
dimension) can provide better environments to catry “good” economic policies and/or
encourage deeper integration of its own econontheaest of the world, for trade to foster
economic performance subsequenfly.

2 Throughout this paper, we report robust standemat®and adjusted for clustering by country.

%0 See Giavazzi and Tabellini (2004) for not onlycdission of positive relationship between econoreforms
and performance in the context of political lib&rafion, but also the importance of sequencingedbrnms
matter.
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However, the OLS regressions results should rientaas causal or precise, as the
coefficients are biased, and there is some revemgsality, omitted variable bias,

measurements errors are persistent. Also thertnamaissing effects of country differences.
5.1b 2SLS-IV regressions: IQl and EPOL as endogenswariables

We report 2SLS-1V results where Panel A shows sé&iage results of the equation
(3) in which 1QI and EPOL are the fitted value frdhe first stage regressions as in Panel B
of estimated equation (2) as shown in Table A7.panel A, column 1 shows the second-
stage regressions results of the impact of 1QIl, ggguhy and economic policy on
development quality. The impact of IQl on DQI iswn8.57, and statistically significant at
1%-level. This coefficient value is larger than ®kstimates. This indicates that there is
attenuation bias from “measurement error” in the V@riable. However, contrary to the
finding of “wrong sign” of the geography variableyth in AJR (2001) and RST (2004), the
estimates show that the geography variable hast‘sgn” but is insignificant. This may
indicate that for development quality, going beydhe simple measure of GDP per capita,
geography may have a positive impdcWe intend to show further results to discuss this
later. Furthermore, the economic policy variablalso insignificant in the first specification,
but it has “right sign” as we expected. In paneliiAithe next column, we excluded from the
sample Neo-Europe countries (Australia, New Zegl@ahada and USA). The result on IQI
does not change much, but the EPOL is now sigmfied the 10%-level. The geography
variable shows again positive sign in this speatfan. This indicates the robustness of our
specification and importance of three variablegshilnext column, we excluded Africa from
the sample, and find that 1QI coefficient is 3.20\d so are the sign and significance of
geography and the economic policy variable. Thetfoaolumn excludes both neo-Europe
and Africa from the sample. Now the coefficient @I rises to 3.27 and geography and

policy variables are also highly significant indlsiample.

We present results from the first-stage regressinrPanel B. Instruments have the
expected sign for the endogenous variables. Fampbea in the case of ex-colony sample,
settler mortality has a negative and statisticsigyificant effect on IQI, so is the constructed

trade share on the EPOL variable. The coefficidrgemgraphy is positive and statistically

31|f a country is far from equator, in temperate@®nather in tropics, economic performances inereas
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significant in the 1QI endogenous variable. Thiscensistent with the findings of AJR
(2001), and RST (2004). Two other specifications almost similar. It indicates that the
instruments chosen for IQl and EPOL are valid ansible.

The Table also reports key diagnostic tests of 2BL regression estimates both for
Panel A and B. In this model estimation, there @®ve endogenous variables and two
instruments; hence, it is a case of exact ideatibm. However, over-identification is a
desirable property because it increases the «ffigiof the estimates and allows for over-
identifying restrictions tests (Sargen-Hansen {).téster in the analysis of further results,
we include more instruments than endogenous vasaldnd show the over-identifying
restrictions tests. We also provide statistics @akvinstruments. The F-statistics for first-
stage regressions for IQI and EPOL show (in ex+oglare about 10 as suggested by Staiger
and Stock (1997F However, in the case of specification withoutiéd; and without neo-
Europe and Africa in the sample, instrument for ERP{d IQIl show statistic values well
below threshold values that may raise some degremmcern over their validity in this
particular group of country specifications. Howeveettler mortality seems to be an
appropriate instrument for 1QI in all the model sifieations. Next, we report a Durbin-Wu-
Hausman test for endogeneity of 1QI and EPOL. Th#l nf exogeneity is rejected
overwhelmingly in all the specifications at the 18gel indicating that they are, indeed,
endogenous variables. For the Heteroskedasticityst, tewe report Breusch-
Pagan/Godfrey/Cook-Weisberg tests in the preserfcdeteroskedasticity in an OLS
regression, under the null of no heteroskedasticiye results show that in first two
specifications, the null is rejected at 1% and 16%ls, but not in the last two
specifications. Then we report in Panel B, She®7)%iagnostic tests for determining the
strength of the instruments in the case of multiplelogenous variables, and take into
account inter-correlations among instruments. TheaSR2 is relatively higher in all the
specifications, and is relatively higher in thet lme sample specification®’

So, the overall results in Table A7 indicate tldihough IQI is influential in

explanation of the variations in DQI, the importaraf geography and economic policy are

32 The rule of thumb is that for a single endogeneaisable, the F-statistics should be at least 16atisfy
strength for the instrument..
33 See Baum et al. (2003) for excellent discussioRSHS estimation.
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still well intact. This paper attempts to unlocleithinter-linkages by introducing different
instruments, sample groups, and panel data estimati

We make use of larger sample of countries, in Vinty the argument presented by
Hall and Jones (1999), where instruments for 1@l e following: fraction of population
speaking other European language (eurfrac), aradidraof population speaking English
(engfrac). We also report results for three dimamsiof 1QI in Table A8. In column 1, we
report the coefficient of IQl, GEOG and EPOL on D@he IQI is significant and positive.
The coefficient of IQI is smaller though in thisde sample compared to table A7 results.
Once again, we find that the geography variablpasitive and significant, and so as the

economic policy variable.

In the next three columns, we estimate three li@ledsions on DQI along with the
GEOG and EPOL variables. In all these specificatione find that the economic IQI
variable in column 4 has the largest coefficientmpared to political and social 1QI
dimensions. We also find that geography and the@wodc policy variable are positive and
significant. Hence, these results again go agaestesults of AJR (2001) and RST (2004).
Perhaps, it indicates to the fact tpaticy mattersandgeography matteror overall level of
development quality, which may not necessarily bsase in the current level of GDP per

capita.

Moreover, all the diagnostics tests for weak unsients, and the Sargen-Hansen J test
for over-identifying restrictions pass the testflasp value is always higher than 0.05, which
means that the instruments are valid, exogenouslanmbt belong in the set of explanatory
variables in this specification. This is really aisg for the strength of instrumerifsin
first-stage regressions, the F-test value is grehtg 10 suggesting that the instruments are
well correlated with the endogenous variable inth# model specifications. Hence, the

diagnostics tests seem to work well for all thramemhsions of IQI as well.

We presentrobustness checksf our analysis by using both the settler monalit
sample of ex-colonies without neo-Europe countaied two instruments of Hall and Jones

(1999) in line with specifications in table A8. Trable A9 of column 1, we add regional

% The use of these instruments should not be irgegras though these countries were in need aaioirg
back to be colonized by Europeans and changegdhegraphic position.
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dummies with basic specification. The coefficieht@I is highly positive and significant as
in column 2 of table 9 and also the size is langethis specification. The coefficients of
geography and economic policy are positive and iaseynificant at 10%-level. But the
regional dummies are not statistically significaither. We use Hadi (1992) procedure to
detect outliers in the estimation, and droppedatlidier countries from the sample, and re-

estimated the modé&.

In the next four specifications, we include Fremetal origin dummy, followed by
religion, language and ethnic fractionalizationiables. Alesina et al (2003) introduces
these three fractionalization variables, and we anage of this in our specifications. The
religion variable is negative but is not statisticaignificant, while the language variable is
significant and positive; and the ethnic varialénsignificant, in this ex-colony sample. The
whole sample make use of Hall and Jones (1999jumeints, we find that the religion
coefficient and language coefficient are positie@dd ethnic is negative. In their paper
Alesina et al (2003) noted that the religion caréint does not follow any pattern when it is
used to explain GDP growth, but language and ettwedficients are negative. However, we
tend to believe that heterogeneity of linguistid athnic fractionalization may work well
under a democratic setting that would eventuallyr gconomic developmefit.Otherwise,
IQI coefficients remain highly significant acrodkthe different specifications with inclusion

of additional variables.

Then, we include additional geography variableshas been used in the literature, to
test the robustness of results in Table ATOe objective here is to cross check to all if
geography, as an exogenous variable —like cliniaition, proximity to market, etc, plays
a role in influencing development quality otherrthiirough institutional quality. We run
these model specifications by using Hall and J¢h899) instruments for the whole sample
of 102 countrie$’ In all the specifications of Table A10, | drop tvifluential outlier
countries, namely, Japan and Singapore, from theplea by using the Hadi (1992)

% We note the outlier countries in the tables.

% |n Basu, Fan and Zhang (2006), we argue thatdaraocratic society like India, the developmenttstyzes
tend to grow in a balanced manner because of diffanterest groups and fractionalization, whileihot the
case in a society like China, which is highly homogous (0-1 scale with 1 highest fractionalizatidme figure
is 0.15 for China and 0.42 in India).

37 Because of some missing variables of geograplayetlvariables for the set of countries in our danipe
estimation does not show all the countries of Hrade.
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proceduré® Column 1 reports the basic specification with ditked’ dummy, which
enters in the second-stage regressions with negsitim but is insignificant. Then we add a
‘tropical’ variable, the percentage of a countriged area in the tropics, and it enters with a
negative sign but insignificant, as well. Followiktasters and McMillan (2001), we use two
key climatic variables: area under frost and dagsgeu frost. They argue that tropical
countries face a disadvantage because of the absénanter frost, and we show that their
argument is worth noting. Both variables enter wthsitive coefficients and later one is
significant at the 1%-level. This result contraditiie one found by Rodrik, Subramanian and
Trebbi (2004) to explain the GDP per capita onlzeil by adding mean temperature of a
country, and, as expected, it has a negative sigrnlsignificantly enters into the equation.
Following, Sachs (2003), we add a variable to mesathe share of a country’s population in
temperate ecozones. To estimate the impact of posinproximity to sea, we enter,
following Sachs (2003) in the equation, the proporof land area within 100 km of area of
the seacoast. It turns out to be positive in tlewise-stage regressions. Finally, after adding
the endowment of hydrocarbons per capita, the rigglishow results similar to those of
Gallup, Sachs, and Mellinger (1998), that of pesiand significant effects on development
quality. In all these cases, the results indicafeeeted signs of the variables, which simply
imply that climatic conditions matter, in some Jary degree though, for development
quality. This table points that 1QI, the originaagraphy variable, and the economic policy
variables remain significant in all the differenbdel specifications, and by adding other
geographical and climatic condition variables altyudo matter in explaining the differences
in development quality, as was rejected in earbardies of Acemoglu, Johnson and
Robinson (2001), Easterly and Levine (2003) andriRp&ubramanian and Trebbi (2004).

5.1c 2SLS-IV regressions: 1Ql, EPOL and Geographysiendogenous variables

In this section, we argue following Sachs thatdse burden, as measured by risk of
malaria transmission; is a key geography relatectofathat matters for variations in
development quality. McArthur and Sachs (2001) dot&both institutions and
geographically-related variabl¢such as malaria incidence or other health indisaitplay a

role in determining GNP per capita.” In this spinte show, indeed, geography related-

% Easterly (2004) observed that extreme observatiotige growth regression adversely affects thaltes
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malaria incidence-affects development quality ea#ar controlling for institutional quality
and economic policy variables. There are two malanrtidence related variables: (i) mal94p
is the proportion of each country’s population thaé with risk of malaria transmission
based on 1994 WHO world map of a malaria risk degapand (ii) malfal is the proportion
of population that live with risk of transmissiohtbe fatal species, plasmodium falciparum.
Then to control for a reverse causality from DQIldisease burden, we use the set of

instruments as proposed by McArthur and Sachs 2601

In Table A11 and Table A12, we show the resultstii® Acemoglu, Johnson and
Robinson (2001) sample with settler mortality asirstrument for 1QI and for the whole
sample with Hall and Jones (1999) instrumentsQif Furthermore, we also present three
dimensions of 1QI, along with an economic policyasere and malaria incidence variables.
Column 1 of Table A1shows that 1QI is positive and significant, whilaomic policy and
malaria variables have ‘right signs’ but are ingigant. Now, in the case of a political 1QI
variable, the malaria incidence variable is negatind significant; and the economic policy
measure is significant at the 10%-level. The relsaltls in social and economic dimensions
of 1QI as well for the malaria variable (for malfaariable too), but the economic policy
variable is insignificant. | find same pattern ajrs and significance level with the whole
sample. We also report at the bottom of the taideentire set of diagnostic tests and they

pass all the conventional tests. (Appendix Tablg)A1l

To do further robustness checks of these resuéissubdivided the countries into two
groups, developing countries, and least developed sanall-medium size economies. We
include here only two malaria related variablesragontrolling for 1QI and its dimensiofi3.
The results clearly indicate here that malaria neMters for development quality, as in the
IQI as argued by Sachs and otHEr§Appendix Table A13)

39 Sachs (2003) used malaria ecology (me), ecologgdaariable that could be predictive of malarik,ras
an instrument for malaria risk.

“?In Sachs’ specifications, he looked only at théamia along with an institutional variable. | dr§puth Korea
in all these specifications by using Hadi (1992)qedure.

“L It may be noted that the size of coefficients@F$ decline once | divide countries in sub-samipléne with

their stages of development.
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5.1d 2SLS-1IV regressions: 1QI, ‘other’ EPOL and Gegraphy as endogenous variables

In Section 2.3, we introduced the discussionshenrble of economic policy and its
impact on development quality. In sub-sections 4tdad.1c, the trade/GDP ratio was
considered as a measure of overall economic p(HBYOL) of a country. The significance of
coefficient of EPOL (expected to be positive) diffeacross different specifications and
country groupings. In this section, we introducenemther economic policy variables, such
as macroeconomic policies, trade and exchangepdieies, and financial market policies
etc. The question is: do these economic policiestemaafter controlling for 1QI and

geography?

We introduce five different measures of econondticy variables, which have been
discussed and used widely in the macro and intemeltfinance literature as determinants of
GDP per capita/growth rates. These economic patieasures are the following: inflation,
number of years a country is open according tdSiehs and Warner (1995) trade-openness
measur&, exchange rate differential (official vs. black ket premium)?® credit market
deregulationé? and IMF capital market liberalization measuresgifollowing Easterly and
Levine (2002), we consider these economic poli@asures as exogenous, meaning they
affect directly the level of economic developmest \&e ignore any reverse causality
steaming from higher development quality to bew&onomic policies. Secondly, we
consider these policies as endogenous, and we nsruiments to control for reverse

causality, and results are reported for Acemogitindon and Robinson (2001) samfle.

In theexogenougconomic policy columns, we introduce the varialdae by one in

the model specification with 1QI and malaria riggle¢graphy) as two control variables. In

*?This is a dummy variable (1 open and 0 closed) hlassified an economy as closed if it is closembeding
to any one of the following five criteria duringetidecade of the 1970s or 1980s: (i) its averagf tate
exceeded 40%, (ii) its non-tariff barriers coveradre than 40% of imports, (iii) it had a sociakstonomic
system (iv) it had a state monopoly of major exmaot (v) its black-market premium exceeded 20%.

A measure of exchange rate policy, which exitsation foreign currency in the domestic economy. ¢¢gn
under, certain domestic economic condition, thiy mmadermine resource-allocation and hamper econdimeg.
data is from Freedom House, in a 0-10 scale, withiolcountries without a black-market exchange; riate,
those with a domestic currency that is fully cotitsée without restrictions, and 0 rating is givehew the black
market premium is equal to, or greater than, 50%.

** The data is from Freedom House, which includes fiaators: Ownership of banks, competition, extemsib
credit, avoidance of interest rate controls andilagns that lead to negative real interest raaes, Interest
rate controls; in a 0-10 scale, with 10 to coustrigth least regulations.
*5 We follow Rodrik, Subramanian and Trebbi (2004)l &achs (2003).
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column 1, the inflation coefficient is negative asignificant at the 10%-levéf. This shows
that inflation, considered exogenous, have somatheginfluence on development quality.
In this case, malfal variable is not significantyamore, but has the right sign. In the
following specification, we added the number ofrgea country was open during 1960-1995,
and it shows openness to international market hasitipely influenced the development
quality. The remaining columns report three othmyr®mic policy measures-related to less
market distortion as measured with the differenicblack market to official exchange rate,
credit market deregulations, and capital liberdilimameasures enter the specifications with
positive signs but are insignificant. Finally, ihthe specifications IQI remains significant at
the 1%-level and the size of the coefficients dange much with the introduction of
different economic policy variables. We also fitditt in the second-stage, the malaria risk
variable— enters with negative sign, but is indigant. In the bottom of the table, we report
the entire set of different diagnostics test agliseussed previously, and all of them pass the
test. Now, we consider economic policy exsdogenousn our model specifications. Once
again, except for openness, none of the four vesals significant in the specifications.
However, the capital liberalization measure is relwwing a negative sign. As we found
previously, 1QI remains positive and significantiththese specificatiorfé.(Appendix Table
Al4)

In sum, we find that in the exogenous policy cdélse,monetary policy of containing
the inflation rate has a negative and significargfficient, and so it is for the trade openness
measure. Then, in the case of endogenous econatny,only the trade openness variable
remains positive and significafitWith the above sets of results, we observe thardss-
country regressions by averaging the data figures the past two decade period shows
influence of policy interventions, but significanckffers across specifications, country
groupings indicating stages of development, as agleffectiveness of different economic

policy interventions?®

6 We excluded countries with more than 100% inflatiate from the sample.

" These results broadly hold for the whole sample. ¥8ed the Acemoglu, Johnson and Robinson (2001)
sample to follow the implications of the Eastenhdd_evine (2002) paper.

8 The above results do not necessarily follow thelifig of Easterly (2004), as he found not much irpee

of policies after controlling for institutions.

9 See Basu and Das (2008) for further results oeligwnent and institutions in non-parametric analy$he
results from the parametric analysis of this pajgehold in the non-parametric approach as well.
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5.2 Panel data results

In this section, we estimate the panel data modathvcombines cross-

section and time series data.
5.2b Panel data regressions with institutions andcenomic policy measure

We report both the pooled OLS and fixed effectsrestes. (Appendix Table A15) In
the first four columns, we added time-invariant graphy variable as before in cross-section
(latitude), along with 1QI and EPOL (as measuredrbye/GDP ratio for pooled OLS model.
We have also reported three dimensions of 1QI tplaex the variation in development
guality. In all the different 1QI specifications,ewfind that all the three dimensions of 1QIs
are positive and significant at the 1%-level. Hoamrthe size of the coefficients estimates on
IQI's is now much lower, as predicted by the thedty described in the literature, we should
not take these pooled OLS estimates seriously, enwe

In the next four columns, we estimated equation(8) a fixed effects model. In the
bottom of the table, the Hausaman specification ¢té=arly rejects the null hypothesis,
meaning that model should be fixed effects as atjasndom effects specifications. The
Breusch-Pagan test also rejects the null hypothesigvour the OLS model is random
effects. OLS estimates are biased-upwards, saxbd éffects estimates on IQI coefficients
and EPOL coefficients are much smaller, but theyadirstill significant.

The panel corrected standard errors are used timats the equation (3). (See
Appendix Table A16) The results show clearly thed model estimated after adjusting the
standard errors and the size of coefficients hagenbreduced as compared to OLS
estimations. All the coefficients enter with righgn, though, and they are highly significant.
And then in the next four columns, we use FGLShwion in the presence of panel specific
AR (1) autocorrelation, and heteroskedasticity s&rganels with no cross-sectional
correlation. So, after considering the panel speaifitocorrelation process, we find that the
size of the coefficients have been drastically ceduwithout changing sign and level of

significance >

% We run the model specification in the sample fevedoping countries only, as they have made mosef
policy changes over the past two decades.
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5.2c Panel data regressions with institutions andther’ economic policy measures

We use panel regression by introducing other emon@olicy measures in the
specifications (Appendix Table A17). For this dewhg country sample, we report only
fixed effects and FGLS-AR (1) specifications. Idwon 1, with the introduction of inflation
rate with IQIl, and the coefficient for inflation isegative and significant. The Hausman
specification test favours the fixed effects mo@el the null is rejected at 12%-level). In the
next three columns, we show results for three odwemomic policy measures, and all of
them show positive sign and are significant. Iruowh 5, we added all the economic policy
measures with 1Ql. The size of coefficient on I®@hains almost unchanged with 5%-level
of significance, and inflation and IMF capital Idaézation measures are statistically
significant. This indicates a negative impact dfation on development quality, and so is a
positive effect of the capital liberalization meeswn development quality. These results
follow as well in FGLS-AR (1) specifications, bubw the size of coefficients has increased

with the corresponding decline in standard errors.
5.2d Dynamic Panel data regressions: System-GMM

For the system-GMM, we use equation (6) with thegppsed additional specifications
as discussed above by BB. This procedure, howeaerpbe implemented by either the one-
step estimator or the two-step with homoskedagtioftthe standard errors. The two-step
procedure faces a problem of over-fitting bias beeahe number of instruments is often too
large with respect to the number of groups. Althguhe one-step procedure does not have
this problem, but the estimator is less efficieWite report the two-step estimator with
heteroskedasticity consistent standard errors,wdiie based on the finite sample adjustment

of as proposed by Windmeijer (2005).

Under the system-GMM procedure, we show resulte bar the whole sample and
then specifically for developing countries. (Appendable A18) In column 1, we once
again obtain positive significant coefficient on 1I@s in all other previous model
specifications. The trade/GDP share (EPOL) is p@sand significant, while coefficients of
inflation are positive, and so are the rest of #wnomic policy variables, but other
economic policy variables are insignificant. In tiext specification, we include political 1QI

variables as explanatory variables, and find sinnéaults. The two other specifications, with
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social and economic 1QI, give similar results, witho exceptions: inflation rate is still
positive and significant, and so is the credit ,eaderegulation variabfé.

In the next four columns, we present results lier developing countries sample as a
robustness check in the system-GMM case, and touatcfor stages of development
argument of the sample. In the basic specificatoaxplain the variance in DQI, the results
show that EPOL and other economic policy variabégmrt from IQI being significant at
1%-level, credit market deregulation variable isipee and significant at 10%-level and
IMF capital liberalization measure is positive asllwbut insignificant; and so is the EPOL
variable. In the next column, we estimate the maoaigth a political 1QI variable, which
shows the expected sign as before. The EPOL variad$ ‘wrong sign’ now, as does the
credit market deregulation variable; but is botisignificant. The inflation variable is
negative and significant. In social 1QI specificati apart from inflation being negative and
significant, the credit market deregulation coeéiit enters the model with negative and
significant sign. Finally, with the economic IQI neble, none of the economic policy

variables enters the equation with significant segmd EPOL has ‘wrong sign’.

By looking at the Sargen-Hansen J statistic testoler-identifying restrictions for
two sets of sample, the results reported at thwimoof the table, suggest not to reject the
null hypothesis, that implies that instruments ueth in difference and level equations are
valid for the endogenous model. Similarly, a fiostler correlation AR (1) test rejects the
null hypothesis and second-order AR (2) teststéaileject null hypothesis in all the cases,
meaning no higher order auto-correlation existgh@ model, which clearly support the
validity of the model specifications.

To sum up all the results from OLS to system-GMM institutional quality index
(IQ1) is robust across models in sign and signif@a level in explaining the level of
development quality index (DQI). | find results sopport the importance of economic
policies and geography (and disease burden) to nig¥e signs’ and are significant, as key
determinants of DQI, with some degree of variationtheir significance across country

groupings, indicating the relevance of accountorgstages of development in the analysis.

*1 The inclusion of lagged value of DQI as one of éxplanatory variables captures persistence in O@&
highly positive and significant coefficient indieat that the level of DQI has persisted since tH049n the
sample.
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6. Conclusions

In recent years, following North’s idea ofstitutions matter various authors have
concluded differently to explain the differenti@vel of economic performance by cross-
section analysis. Given this background, this papevides evidence that in this increasingly
globalized world, economic policy matters as do gemgraphy and disease burden (and
ecological conditions). The results of this papesgrn to suggest strongly that both from the
cross-section and panel-data analysis, the instisit geography and economic policy play
strong roles in explaining differential levels ofwklopment, although their relative

significance in explaining DQI depends on the stagfedevelopment of a country.

So, the results in this paper indicate tingtitutions matteiin the context of specific
economic policymixes, andyeographyrelated factors illustrated by disease burden, ®ie
evidence demonstrates that relative influence dftititions varies across stages of
development. Development quality is a complex phegmon, and different factors are inter-
related and help build up the process to work ieffity. The institutions can not be set up
overnight, so that interventions to account fortitnsonal development. As institution
supporting economic activities grow stronger, tieed for and role of policy interventions
are expected to diminish. The institution buildirllgyno doubt a critical factor to make
markets act smoothly, but we ought to understaadchdtional level characteristics and their

domestic concerns. This makes a case for theseriEaito have significant policy space.

A policy implication is that we can't give generald global solutiongto address the
local problems We can, at best, provide a sense of an overadiciibn. The role of
institutions with development agenda and strategiesild be rooted in specific conditions

and circumstances of developing countries.

%2 Dixit (2005) described: “In reality, each case defvelopment failure may have multiple causes acting
simultaneously. ....The ultimate aim would be to faadomplex cause, or a syndrome...we are unlikegeta
situation where causes can be discerned from sgmelcquite so well, but this gives us an ideal takwo
toward.”
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Appendix Tables

Table Al: Development Quality Index (DQI) and InstitutionQuality Index (I1QI):
Definition and Sources of Indicators

Economic DOI Economic 101
GDP per capita (PPP, $ international 2000) Legdl@moperty rights
Telephone mainlines (per 1,000 people) Law and Btde
Television sets (per 1,000 people) BureaucraticliQua
Radios (per 1,000 people) Corruptidn
Electric power consumption (kwh per capita) DemticrAccountability?
Energy use (kg of oil equivalent per capita) Goweent Stability?

Independent Judiciafy
Regulatior
Health DOI Social 1Ol
Life expectancy at birth, total (years) Press Foeed
Mortality rate, infant (per 1,000 live births) Civiiberties’
Physicians (per 1,000 people) Physical Integritlei

Immunization, DPT (% of children ages 12-23 month€mpowerment Right Indéx

CO2 emissions (metric tons per capita) Freedomssbaiation

Women's Political Righfs
Women's Economic Right
Women's Social Right

Knowledge DOI Political 1QI

Literacy rate, adult total (% of people ages 15 and | Executive Constraifit
above)

School enrolment, primary (% gross) Political Rght
School enrolment, secondary (% gross) Index of Drawy
Total number of years in schobls Polity Scoré

Lower Legislativé

Upper Legislative
Independent Sub-federal Uriits

Note. For DQI, data obtained from the World Devetemt indicators CD-ROM 2006, World Bank;
and 'Barro and Lee 2000 dataséfPRS Group (2005) ICRG databasPOLCON Henisz DatasefEconomic
Freedom Index dataset, Freedom Hod€#RI Human Rights Data ProjectPRIO Dataset?Polity IV Project
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Table A2: List of all other variables in the analysis

List of variables

Trade to GDP rati§(EPOL) Adult European settler mortality rates i tarly 19
century(log of, annual deaths per 1000 populat{smajr)
Fraction of English speaking populatfengfrac) Proportion of population at risk of fglarum malaria

transmission in 1994malfal)
Fraction of other European language speaking 1987 mean annual temperature in degree

populatiof(eurfrac) celsiu§(meantemp)
Distance in absolute value of latitddgeog) Share of population in temperate ecoZ¢kg®emp)
Linguistic fractionalization inde¥language) Malaria ecology combines temperaturesquito

abundance, and vector specifiétye)
Ethnic fractionalization index measures of ethnic Proportion of land area within 100 km of the sea,
heterogeneitifethnic) coasf(It100km)
Religious fractionalization indéreligion) Sachs and Warner openness measure (egdéw)
Constructed openness mea&(epolc)
Dummy variable 1=population is predominantly ~ Hydrocarbon production per capit@nerg)
protestant(protestant)
Dummy variable 1=population is predominantly =~ Dummy variable =1 if a war during 1960s to

catholic(catholic) 19808(ewardum)

Dummy variable 1=population is predominantly  Period of national independence. =0 if independdmtere

muslim(muslim) 1914,=1 if independence between 1914 and 1948, =2
independence between 1945 and 1989, and =3 if after
1989 (state)

Proportion of land with > 5 frost-days per month in Log annual Inflatiof (Ininf)
winter(frstarea)

Average number of frost-days per month in Exchange rate differential (Official vs BME)(ome)
winter(frstday)
Percentage of tropical land at@eopical) Credit market regulatiditcmr)

Dummy variable 1=countries access to’g@mess) IMF capital control meastitenfc)
Proportion of population live with risk of malaria ~ Sachs-Warner # years country open in 196{@y@arsopen
transmission in 1994mal94p)

Note: Code of variables are in parentheS&semoglou et al (2001); Hall and Jones (1999 Alesina et al
(2003), *Masters and McMillan (2001, Gallup and Sachs (1998) Sachs (2001Y,Sachs and Warner (1995),
and Wacziarg and Welch (2008Frankel and Romer (1999 Mcarthur and Sachs (2001 World Bank,**
IMF and World Bank *Freedom House
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Table A3: List of countries in sample

Country Code

Sub-Sahara Africa (26)

Country Code

Country Code OECD (22) Country Code Latin America @2)
AUS Australia BOL Bolivia©

JPN Japan COoL Colombia

NZL New Zealand CRI Costa Rica

GRC Greece DOM Dominican Republic©
PRT Portugal ECU Ecuador

CAN Canada GTM Guatemala©

USA United States GUY Guyana

AUT Austria JAM Jamaica®©

BEL Belgium PER Peru

CHE Switzerland PRY Paraguay©

DNK Denmark SLV El Salvador©

ESP Spain HND Honduras©

FIN Finland HTI Haiti

FRA France NIC Nicaragua©

GBR United Kingdom ARG Argentina

IRL Ireland BRA Brazil

ISL Iceland CHL Chile

ITA Italy MEX Mexico

LUX Luxembourg PAN Panama

NLD Netherlands TTO Trinidad and Tobago©
NOR Norway URY Uruguay

SWE Sweden VEN Venezuela

Aia and Pacific (13)

AGO AngolaA BGD Bangladesh

BWA Botswana CHN China

Civ Cote d'lvoire IDN Indonesia

CMR Cameroon IND India

ETH Ethiopia\ KOR Korea, Rep.

GAB Gabon LKA Sri Lanka

GHA Ghana MYS Malaysia

GIN Guinea\ PAK Pakistan

GNB Guinea-Bissan SGP Philippines

KEN Kenya SGP Singapore

LBR LiberiaA THA Thailand

MDG Madagascax VNM Vietnam

MLI Mali A PNG Papua New Guinea®©

MOz Mozambique

MWI MalawiA Country Code Middle East and North Africa (13)

NER Nigen ARE United Arab Emirates

NGA Nigeria ISR Israel

SDN Sudan KWT Kuwait

SEN Senegal IRN Iran, Islamic Rep.

TGO Toga\ JOR Jordan

TZA Tanzania SYR Syrian Arab Republic

UGA Uganda BHR Bahrain

ZAF South Africa OMN Oman

ZAR Congo, Dem. Repz SAU Saudi Arabia

ZMB ZambiaA DZA Algeria

ZWE Zimbabwe EGY Egypt, Arab Rep.
MAR Morocco

Country Code EU and Other Europe (6) TUN Tunisia

ALB Albania

BGR Bulgaria

ROM Romania

HUN Hungary

POL Poland

TUR Turkey

Source: United Nations and World Bank

A are LDCs and

© are SMEs in the sample of countries

-32-




Table A4: Correlation of institution dimensions with develogmh dimensions

Development Quality Index dimensions

Log of GDP per Development

ca;(;‘t&()csggfnt Economic DQ Health DQ Education DQ Quality Index

(1980-2004) (1980-2004) (1980-2004) (1980-2004) 8(2004)
Institutional Quality Index (1980-2004) 0.79 0.79 0.77 0.74 0.79
Political 1Q (1980-2004) 0.68 0.66 0.63 0.68 0.65
Social 1Q (1980-2004) 0.69 0.74 0.71 0.66 0.73
Economic 1Q (1980-2004) 0.85 0.83 0.84 0.74 0.86

Notes All coefficients are significant at 1 percent

Table A5: Correlation of Development Quality Index (DQI) ill other variables in the analysis

Code DQI 1980-2004 Code DQI 1980-2004 Code DQI 1980-2004
smajr -0.69*** frstarea 0.70*** sw 0.42%**
engfrac 0.25%** frstday 0.74** epolc 0.43***
eurfrac 0.22** tropical -0.577%* yearsopen 0.69***
geog 0.74*** access -0.13 Ininf -0.41 %
language -0.41%** mal94p -0.65*** ome 0.34***
ethnic -0.60%*** malfal -0.60%*** cmr 0.46***
religion -0.03 malfal94 -0.58*** imfc 0.26***
protestant 0.45%** meantemp -0.75%**
catholoc 0.031 kgptemp 0.74%**
muslim -0.33*** me -0.49%**

[t100km 0.32%**

lenerg 0.22**

elwardum -0.425%**

state -0.42%**

Notes Sample size varies with the choice of indicatttSignificant at 1 percent, **Significant at 5 pegnt, * Significant at 10 percent,
Source See Table A2 for acronyms
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Table A6: OLS Regressions: Determinants of DQI

Dependent variable Development Quality Index (DQI)
Panel 1 1980-1984 1985-1989 1990-1994 1995-1999 2000-2004 980-2004
(0] 1.29%* 1.89%* 2.46%** 2.16%+* 2.38%** 2.25**
(0.13) (0.23) (0.31) (0.34) (0.33) (0.27)
Geography 3.5+ 4.87** 4. 53+ 5.16** 5.59** 4.29**
(0.45) (0.71) (1.06)) (1.06) (1.29) (0.85)
Economic policy 0.24 0.5 0.59 0.65 0.7 0.64
(0.15) (0.30) (0.35) (0.36) (0.59) (0.35)
R-squared 0.82 0.79 0.76 0.70 0.66 0.78
F-statistics 151.81 164.8 146.06 102.11 107.1 %60.5
Panel 2 Dependent variable Development Quality Index (DQI)
Political IQI 1.29%* 1.77%* 2.17%* 1.43%* 1.84x* 2.16%*
(0.15) (0.23) (0.32) (0.31) (0.38) (0.30)
Geography 4.48* 6.32+* 7.0 7.36** 7.89** 6.05**
(0.44) (0.66) (0.99) (0.97) (1.20) (0.82)
Economic policy 0.39* 0.82** 0.85* 0.87* 0.9% 0.96**
(0.16) (0.32) (0.41) (0.42) (0.63) (0.39)
R-squared 0.79 0.74 0.68 0.62 0.59 0.73
F-statistics 117.86 122.63 109.03 73.64 78.91 4.1
Panel 3 Dependent variable Development Quality Index (DQI)
Social IQI 1.84%* 2.52%* 2,77 1.99%** 2.75%** 2.62**
(0.23) (0.35) (0.36) (0.32) (0.37) (0.34)
Geography 4.1 5.5+ 5.76** 6.39** 6.1+ 5.29**
(0.41) (0.67) (0.93) (0.85) (1.17) (0.75)
Economic policy 0.27 0.53 0.49 0.58 0.59 0.59
(0.18) (0.36) (0.41) (0.43) (0.62) (0.43)
R-squared 0.78 0.74 0.71 0.66 0.64 0.73
F-statistics 153.22 171.63 166.69 121.97 124.36 .65
Panel 4 Dependent variable Development Quality Index (DQI)
Economic 1QI 1.92%* 2.95%** 4.28*** 4.36%** 5.77%** 4.10**
(0.23) (0.43) (0.56) (0.64) (0.88) (0.50)
Geography 3.08* 4 AL 3.50** 3.5 2.78 2.9
(0.51) (0.80) (1.13) (1.16) (1.65) (0.94)
Economic policy 0.15 0.28 0.36 0.31 0.25 0.32
(0.13) (0.28) (0.30) (0.29) (0.45) (0.28)
R-squared 0.81 0.79 0.79 0.76 0.74 0.82
F-statistics 142.14 166.31 146.77 108.92 122.63 2171
Observations 102 102 102 102 102 102
# Countries 102 102 102 102 102 102

Notes: Constants are not reported. Robust standard exdjusted for clustering by country in parentheses
t-statistics, ***Significant at 1 percent, **Sigmifant at 5 percent, * Significant at 10 percent
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Table A7: 2SLS-IV Regression estimates of DQI with Acemogdlfinson and RobinsgA001)Instruments for 1QI

Panel A: Second-stage regressions

Dependent variable Development Quality Index
Ex-colony sample

Excluding neo-Europe

All Excluding neo-Europes Excluding Africa and Africa
Institutional Quality Index(I1QI) 3.57x* 3.54** 3.20%** 3.27%*
(0.58) (0.85) (0.84) (1.33)
Economic policy (EPOL) 1.30 1.42* 2.34%** 2.29*
(0.86) (0.85) (0.88) (0.97)
Geography(GEOG) 0.06 10.94 23.28* 29.88**
(7.92) (9.64) (11.36) (11.36)
Observations 59 60 40 36
R-squared 0.47 0.31 0.46 0.32
Instruments Settler Mortality and constructed trade share
Heteroskedasticity test: (p-value) 0.01 0.08 0.81 0.41
Over-identification test: (p-value) Exactly identified equations
Endogeneity test: (p-value) 0.01 0.00 0.01 0.00
Panel B: First-stage regressions
Dependent variables
QI EPOL QI EPOL QI EPOL QI EPOL
(1980- (1980-  (1980- (1980- (1980-
(1980-2000)  (1980-2000) (1980-2000) 2000) 2000)  2000) 2000) 2000)
Geography 4.09* -3.70 1.42 -5.74%** 1.38 -6.69** 20 -9.65%**
(2.16) (2.65) (1.87) (2.45) (2.20) (3.11) (2.20) .30
Settler mortality(log ) -1.04%x* -0.04 -0.78*** 040 1.42**  -0.50 -1.06*** -0.43
(0.24) (0.29) (0.21) (0.28) (0.33) (0.47) (0.34) 50
Constructed trade share(EPOLC) -0.34 1.85%** 0.30 .062+* -0.74*  1.84*** -0.16* 2.02%**
(0.40) (0.49) (0.37) (0.48) (0.42) (0.60) (0.44) .68)
F-Test for excluded instruments 9.59 7.58 9.06 9.99 9.99 5.91 4.85 6.67
R-squared 0.42 0.27 0.32 0.31 0.50 0.35 0.26 0.4]
Shea R-squared 0.27 0.22 0.20 0.22 0.36 0.25 0.20 25 0

Note: Constants are not reported. T-statistichénfirst-stage regressions, and Z-statistics inmgstage regressions. Robust standard errorsedijios
clustering by country in parentheses ***Significattl percent, **Significant at 5 percent, * Sigedgnt at 10 percent.
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Table A8: 2SLS-IV Regression estimates of DQI whtlall and Jones (1999)nstruments for QI

Second-stage regressions

Dependent variable Development Quality Index

Col.5 Col.6 Col.7 Col.8
Institutional Quality Index(I1QI) 1.69%**
(-0.37)
Political Institutional Quality Index(IQI) 1.84***
(0.44)
Social Institutional Quality Index(IQI) 2.38***
(0.61)
Economic Institutional Quality Index(1Ql) 3.87***
(0.68)
Economic policy (EPOL) 1.27** 1.50%** 1.25** 0.85**
(-0.54) (0.59) (0.61) (0.38)
Geography(GEOG) 5.53** 32.80*** 28.74** 17.01%**
(-1.03) (4.76) (5.32) (5.89)
Observations 99 99 99 99
R-squared 0.76 0.72 0.71 0.82
Instruments engfrac, eurfrac, epolc
2
Heteroskedasticity test: Breusch-Pagan/GodfreyIEWeisbergX (p-value) 0.000 0.00 0.00 0.010
2 0.833 0.90 0.75 0.44
Over-identification test: Hansen-Sargan J stati&ic(p-value)
2
Endogeneity test: Durbin-Wu-HausmaK: (p-value) 0.024 0.17 0.14 0.19
F-Test for excluded instruments: IQI dimensions 19.41 22.12 17.45 8.59
OPEN 1980-2004 18.50 18.50 18.50 18.50
Shea R-squared: QI dimensions 0.38 0.41 0.36 0.19
OPEN 1980-2004 0.37 0.37 0.37 0.34

Note: Constants are not reported. Z-statistics.uRbstandard errors adjusted for clustering by tgun parentheses ***Significant at 1 percent,
**Significant at 5 percent, * Significant at 10 gent. First-stage results are not reported.
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Table A9: Robustness checks 2SLS-IV Regression estimatesoiiRégegal origin, Religion, Language and Ethnechionalization

Seconr-stage regressions

Dependent variable:Development Quality Index

Col.1 Col.2 Col.3 Col.4 Col.5 Col.6 Col.7 Col.8 Col.9 Col.10
Institutional Quality Index(I1QI) 4 55*** 3.49%** 361+ 4.21** 3.58*** 2.16%* 1.89*** 1.81%* 1.85** * 1.80***

(1.59) (0.84) (0.64) (0.87) (0.63) (0.32) (0.26) 0.28) (0.31) (0.28)
Economic policy (EPOL) 1.32 1.36 1.27 1.71% 1.32 AR 0.65%** 0.72%* 0.75%** 0.71%*

(0.92) (0.85) (0.83) (0.81) (0.90) (0.26) (0.27) 0.26) (0.26) (0.25)
Geography(GEOG) 8.95 10.91 -0.70 2.59 0.32 17.08**25.82***  28.20**  27.12** 25 93*+*

(13.22) (9.44) (8.14) (9.05) (8.31) (6.71) (3.69) (4.15) (3.85) (4.03)
Asia Dummy 2.19 -2.04

(3.43) (2.08)
Sub-Saharan Africa Dummy 3.11 -3.43*

(5.51) (1.89)
Latin America Dummy -3.85 -4.12%*

(4.11) (1.84)
French legal origin -0.82 -1.28

(1.81) (0.90)
Religion fractionalization -1.04 2.89
(3.09) (1.95)
Language fractionalization 7.81* 0.22
(4.39) (1.56)
Ethnic fractionalization 0.31 -1.81
(3.83) (2.03)

p-values for regional dummy 0.30 0.11
Instruments Settler mortality, epolc engfrac, eurfrac, epolc
Outlier countries Neo-Europe (Australia, Canada, New Zealand, and)us Japan and Singapore
Observations 60 60 60 60 59 97 97 97 95 97
R-squared 0.70 0.76 0.79 0.74 0.79 0.87 0.87 0.86 .86 0 0.86

Constants are not reported. Robust standard exdjuisted for clustering by country in parenthegestatistics. ***Significant at 1 percent, **Signifant at 5
percent, * Significant at 10 percent . Hadi prodedo detect outliers in sample. First stage reswt reported to save space.
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Table A10:Robustness checks 2SLS-IV Regression estimatestidwal geography measures

Second-stage regressions Dependent variable:Development Quality Index

Col.1 Col.2 Col.3 Col.4 Col.5 Col.6 Col.7 Col.8
Institutional Quality Index(I1QI) 1.82%** 1.85%** 195%** 1.94%** 1.76** 1.79*%* 1.84*** 1.87***

(0.28) (0.28) (0.35) (0.36) (0.33) (0.30) (0.38) .20
Economic policy (EPOL) 0.69*** 0.74%** 0.55* 0.81* 0.85*** 0.76*** 0.50 0.78

(0.25) (0.25) (0.29) (0.33) (0.27) (0.26) (0.48) .2@) ***
Geography(GEOG) 27.21%*  26.37** 24 87**  14.74%*  21.46%*  24.77**  26.08** = 24 89*+*

(3.85) (6.25) (6.60) (4.86) (4.52) (5.25) (4.80) 3@
Landlocked -0.96

(2.19)
% of tropical land area -0.30

(1.75)
% Area under frost in winter 1.63
(2.43)
Days under frost in winter 0.32***
(0.10)
Meantemp in 1987 -0.18
(0.15)
% population in temperate ecozones 1.47
(2.42)
% land area within 100km of sea 1.50
(2.36)
Hydrocarbon production per capita 0.37*
(0.17)

Instruments engfrac, eurfrac, epolc
Outlier countries Japan and Singapore
Observations 97 97 76 76 97 97 94 92
R-squared 0.86 0.86 0.89 0.90 0.86 0.86 0.86 0.86

Note: Constants are not reported. Robust standard exdjusted for clustering by country in parentheZestatistics. ***Significant at 1 percent,
**Significant at 5 percent, * Significaat 10 percent . Hadi procedure to detect outliesample. First stage results not reported te space.
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Table A11:2SLS-IV Regression estimates: DQI, Settler mogtagieography-Malaria burden

Second-stage regressions Dependent variable Development Quality Index
Col.1 Col.2 Col.3 Col.4 Col.5 Col.6 Col.7 Col.8
Institutional Quality Index(1QI) 2.57*** 2.94%**
(0.66) (0.38)
Political 1QI 2.86 4,31 %**
(1.86) (0.94)
Social 1QI 1.25 3.08***
(1.29) (0.91)
Economic IQI 3.68*** 4,10%**
(0.68) (0.46)
Economic policy (EPOL) 0.70 1.19** 0.69 0.43 0.68 1.38* 0.46 0.37
(0.65) (0.68) (0.73) (0.46) (0.66) (0.80) (0.81) A®)
% of population live with risk of malaria transmims risk in 1994 -3.85 -5.33 -14.29%** -5.49%*
(4.14) (8.79) (4.57) (2.68)
% of population at risk of falciparum malaria tremssion in 1994 -1.49 1.81 -6.64**  -3.89**
(2.25) (4.12) (3.05) (1.63)
Observations 57 57 57 57 57 57 57 57
R-squared 0.71 2.86 0.48 0.77 0.71 0.48 0.60 0.78
Instruments smajr, epolcmeantemp 1t100km geog lenerg state elwardum (f&€ak.)
2
Heteroskedasticity test: Breusch-Pagan/Godfrey/eNelsbergX (p-value) 0.00 0.00 0.51 0.05 0.00 0.00 0.00 0.0d
2
Over-identification test: Hansen-Sargan J stati&ic(p-value) 0.10 0.06 0.10 0.79 0.07 0.05 0.10 0.82
2
Endogeneity test: Durbin-Wu-Hausmadx: (p-value) 0.12 0.01 0.02 0.10 0.05 0.00 0.12 0.07
F-Test for excluded instruments:
IQI dimensions 13.85 8.82 12.15 14.80 13.85 8.82 12.15 14.8
EPOL 1980-2004 6.19 6.19 6.19 6.19 6.19 6.19 6.19 6.19
MAL94P/ MALFAL 9.03 9.03 9.03 9.03 15.30 15.30 .36 15.30
Shea R-squared: IQI dimensi 0.17 0.07 0.23 0.30 0.42 0.27 0.41 0.50
EPOL 1980-2004 0.50 0.41 0.47 0.49 0.51 0.49 0.49 0.50
MAL94P/ MALFAL 0.15 0.07 0.21 0.26 0.44 0.33 0.45 0.51

Note: Ex-colonies are included in the sample only. Camist are not reported. Robust standard errorstadjisr clustering by country in parentheses. Zisttas.
***Significant at 1 percent, **Significant at 5 gocent, * Significant at 10 percent
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Table A12:2SLS-IV Regression estimates: DQI, geography -Nealanrden

Second-stage regressions

Dependent variable Development Quality Index

Col.1 Col.2 Col.3 Col.4 Col.5 Col.6 Col.7 Gl
Institutional Quality Index(1QI) 2.91%** 3.40%**
(0.72) 0.51
Political 1QI 3.00** 4,77+
(1.38) 1.16
Social 1QI 3.51%** 4.,52%**
(1.03) 0.79
Economic IQI 4,39*** 4.,89***
(0.75) 0.54
% of population live with risk of malaria transmis risk in 1994(mal94p) -6.41 -11.31%*  -10.20*** -6.95**
(4.45) (6.20) (4.08) (3.15)
% of population at risk of falciparum malaria tramssion in 1994(malfal) -3.05 -2.16 -5.46* 60
3.16 5.34 3.23 2.18
Economic policy (EPOL) 0.83 1.26** 0.81 0.47 0.79 1.38*** 0.74 0.39
(0.55) (0.62) (0.60) (0.39) 0.58 0.75 0.68 0.3
Observations 91 91 91 91 91 91 91 91
R-squared 0.74 0.59 0.70 0.79 0.73 0.50 0.68 0.8p
Instruments epolc, meantemp [t100km geog lenerg state elward@omall Cols.)
2
Heteroskedasticity test: Breusch-Pagan/Godfrey/eNelsbergX (p-value) 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.0b
2
Over-identification test: Hansen-Sargan J stati&ic(p-value) 0.04 0.02 0.02 0.18 0.04 0.02 0.02 0.1p
2
Endogeneity test: Durbin-Wu-Hausmadx: (p-value) 0.01 0.01 0.02 0.01 0.00 0.00 0.01 0.00
F-Test for excluded instruments:
QI dimensions 27.83 13.62 29.24 30.20 27.83 13.62 29.24 30.20
EPOL 1980-2004 8.82 8.82 8.82 8.82 8.82 8.82 8.82 8.81
MAL94P/ MALFAL 17.38 17.38 17.38 17.38 20.07 20.07 20.07 20.07
Shea R-squared: IQI digiens 0.19 0.12 0.21 0.26 0.38 0.23 0.36 0.44
EPOL 1980-2004 0.40 0.41 0.40 0.38 0.40 0.42 0.41 0.3
MAL94P/ MALFAL 0.17 0.13 0.17 0.22 0.35 0.27 0.32 0.4]

Note: Constants are not reported. Robust standard exdjusted for clustering by country in parentheZestatistics. ***Significant at 1 percent, **Siditant at 5

percent, * Significant at 10 percent.
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Table A13:Robustness checks: DQI in developing world, gedgraMalaria burden

Second-stage regressions

Dependent variable Development Quality Index

Developing country

LDCs and SMEs

Col.1 Col.2 Col.3 Col.4 Col.5 Col.6 Col.7 ol Col.9 Col.10
Institutional Quality Index(1Ql) 0.93** 1.27%** 0.70*** 0.85*
(0.48) (0.49) (0.39) (0.34)
Political 1QI 0.43 0.49
(0.67) (0.72)
Social IQI 0.69* 0.93**
(0.44) (0.40)
Economic IQI 1.69** 2.27%**
(0.78) (0.69)
mal94p -6.62***  -8.09***  -8.04***  -6.21%* -3.55%*
(1.77) (2.19) (1.30) (1.53) (1.59)
malfal -5.25%% 7. 17%* 7,017 -5.22%x* -2.59**
(1.50) (2.16) (1.09) (1.21) (0.90)
Instruments epolc, meantemp [t100km geog lenerg state elwar@domnall Cols.)
Outlier countries South Korea
Observations 69 69 69 69 69 69 69 69 29 29
R-squared 0.56 0.48 0.53 0.57 0.56 0.59 0.57 0.57 670 0.71

Note: Constants are not reported. Robust standard exdjusted for clustering by country in parentheZestatistics. ***Significant at 1 percent, **Sidigant at 5

percent, * Significant at 10 percent
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Table A14:2SLS-IV Regression estimates: DQI with ‘other’ eaonic policy measures

Second-stage regressions Dependent variable Development Quality Index(DQI)
Exogenous economic policy Endogenous economic policy
Institutional Quality Index(IQI) 2.86*** 2.43%+*  Q7Gxxx D BhRkk Z %Rk D 34%kx 2 12%x 1. 84%  2.68* *  2.62%
(0.40) (0.40) (0.52) (0.45) (0.50) (0.51) (0.52) .90 (0.56) (0.53)
Inflation -2.17* -1.05
(1.27) (1.87)
Sachs-Warner- # of years open 9.26** 11.87*
(4.69) (7.24)
Exchange rate differential (Official vs. BMP) 0.47 1.42
(0.41) (1.26)
Credit market de-regulation 0.92 0.46
(0.80) (1.15)
Capital liberalization measures 0.35 -3.95
(1.98) (11.64)
malfal -2.09 -0.26 -2.30 -0.56 -0.68 -4.43 -1.02 -5.66 970. -3.17
(2.26) (2.08) (2.61) (2.67) (2.40) (2.55) (1.84) .70 (2.43) (3.91)
Observations 45 52 49 49 52 48 52 51 51 %6
R-squared 0.68 0.74 0.63 0.63 0.61 0.65 0.74 0.60 0.63 0.5
smajr geog landlock meantemp It100km lenerg state
Instruments elwardum smajr geog ethnofrac landlock meantemp 1t100kin
lenerg state elwardum
Heteroskedasticity test: (p-value) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Over-identification test: (p-value) 0.36 0.62 0.31 0.30 0.27 0.30 0.66 0.51 0.19 0.21
Endogeneity test: (p-value) 0.30 0.22 0.30 031 012 0.21 018 027 0.48 0.22
F-Test for excluded instruments: (p-value) 0 0 0 0 0 0 0 0 0 0

Note: Constants are not reported. Robust standestseadjusted for clustering by country in parests. Z-statistics. ***Significant at 1 percentSfnificant at 5

percent, * Significant at 10 percent
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Table A1%Panel data: DQI in developing world

Dependent variable Development Quality Index
POOLED estimates-OLS Fixed effects-within group

Institutional Quality Index(1QI) 0.96*** 0.35***

(0.15) (0.13)
Political 1QI 0.78*** 0.35%**

(0.15) (0.10)
Social IQI 1.09%+* 0.54
(0.24) (0.17)
Economic 1QI 1.43%+* 0.22%**
(0.24) (0.15)

Economic policy (EPOL) 0.41**  0.51%*  0.40***  0.3%* 0.25** (0.24** (0.25**  (0.30***

(0.13) (0.14) (0.15) (0.11) (0.08) (0.07) (0.07) (0.08)
Geography(GEOG) 2.69%*  2.94%*  3,03***  2,25%**

(0.49 (0.55) (0.51) (0.52)
# Observations 375 375 375 375 375 375 375 375
# Countries 75 75 75 75 75 75 75 75
R-squared 0.48 0.43 0.41 0.46 0.28 0.22 0.19 0.17
F-test 34.88 31.05 29.36 27.31 14.90 15.35 14.77 .2813
Hausman test[p-value] 0.08 0.01 0.00 0.0p
Breusch-Pagan test[p-value] 0.00 0.00 0.00 0.00

Note: Notes: Constants are not repoRatbust standard errors adjusted for clusteringduntry in parentheses. t-statistics.

***Sjgnificant at 1 peent, **Significant at 5 percent, * Significaat 10 percent
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Table A16:Panel data: DQI in developing world

Dependent variable Development Quality Index
Genataéisst squares-Panel specific AR1 (GLS)

Panel corrected standard errors (PCSE)

Institutional Quality

Index(1QI) 0.57*** 0.18%***
(0.09) (0.05)
Political 1QI 0.38*** 0.13%**
(0.08) (0.05)
Social 1QI 0.67*** 0.42%**
(0.10) (0.08)
Economic IQI 0.48*** 0.05
(0.12) (0.06)
Economic policy (EPOL) 0.21**  (0.25**  (.25%** 0.27* 0.06** 0.09*** 0.11%** 0.17%**
(0.05) (0.05) (0.05) (0.05) (0.03) (0.03) (0.03) (0.02)
# Observations 375 375 375 375 375 375 375 375
# Countries 75 75 75 75 75 75 75 75
R-squared 0.64 0.64 0.77 0.71
Wald test 60.03 46.62 92.26 59.87 17.37 14.83 40.14 70.38
Log likelihood 31.81 24.68 -18.30 -0.74

Note: Notes: Constants are not repofRethust standard errors adjusted for clusteringduntry in parentheses. Z-statistics. ***Significaatt
1 percent, **Significant at 5 percengignificant at 10 percent
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Table A17: Panel data: DQI in developing world with Economadigy measures

Dependent variable Development Quality Index

Fixed effects-within group

Generalised least sgsitanel specific AR1(GLS)

Institutional Quality Index(IQI) 0.43%* 0374+ 037 042% 035" (g  052%*  Q50%*  (.50%*  0.76%*
(0.14) (0.13) (0.15) (0.12) (0.16) (0.04) (0.05) (0.05) (0.05) (0.05)
Economic policy (EPOL) 0.31** 0.28***
(0.14) (0.04)
Inflation -0.12%** -0.10**  .0.18** -0.10***
(0.02) (0.02) (0.01) (0.01)
Exchange rate differential (Official vs. BMP) 0.02%** -0.00 0.01 -0.02%**
(0.00) (0.00) (0.00) (0.00)
Credit market de-regulation 0.04%** -0.00 0.01%* -0.00
(0.01) (0.02) (0.0) (0.00)
Capital liberalization measures 0.20* 0.19* 0.19%=+  0.28**
(0.10)  (0.09) (0.04)  (0.03)
# Observations 316 333 329 375 294 316 333 329 375 294
# Countries 72 67 67 75 67 72 67 67 75 67
R-squared 0.25 0.20 0.20 0.29 0.28
F-test 21.74 12.02 8.77 10.17 8.16
Wald Statistics 3808.53 96.22 98.79 177.82 400.4.
Log likelihood 13.07 -1.17 7.89 13.52 -2.81
Hausman test[p-value] 0.12 0.05 0.00 0.00 0.00
Breusch-Pagan test[p-value] 0 0 0 0 0

Note: Notes: Constants are not reported. Rattastard errors adjusted for clustering by couintyarentheses. t-statistics for fixed effects, a2nd
statistics for GLS . ***Significant at 1 percentfSignificant at 5 percent, * Significant at 1@fzent
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Table A18: SYSTEM GMM: Blundell and Bond (1998), two-step pedare, determinants of DQI

Dependent variable Development Quality Index
Whole sample Developing country sample

Lag of DQI 0.71%* 0.90** 0.86™* 0.74** 0.86%** 0.93%+* 0.91%+* 0.90%**

(0.08)  (0.05) (0.06)  (0.06) (0.05) (0.04) (0.05) (0.05)
Institutional Quality Index(IQI) 1.66** 0.47**

(0.32 (0.14)
Political IQI 0.81** 0.23**

(0.34) (0.11)
Social 1QI 1.08*** 0.52%+*
(0.44) (0.19)
Economic I1QI 2.21% 0.46**
(0.47) (0.20)

Economic policy (EPOL) 0.61**  0.74** 0.39 0.32 0.01 -0.02 -0.06 -0.04

(0.30) (0.31) (0.28)  (0.27)  (0.03) (0.10) (0.10) (0.08)
Inflation 0.05 0.07 0.07 QL6 -0.08 -0.06* -0.08** -0.04

(0.08)  (0.08)  (0.08)  (0.07) (0.09) (0.03) (0.04) (0.03)
Exchange rate differential (Official vs. BMP) 0.00 0.02 0.05 0.00 -0.00 0.00 0.00 -0.00

(0.02) (0.02) (0.02) (0.03) (0.02) (0.01) (0.01) (0.01)
Credit market de-regulation 0.04 0.06 0.01 0.09*  0.04* -0.03 -0.04** -0.02

(0.05)  (0.05) (0.05) (0.05) (0.02) (0.03) (0.02) (0.02)
Capital liberalization measures 0.16 0.12 0.08 0.05 0.10 0.10 0.10 0.02

(0.24)  (0.18) (0.22)  (0.21) (0.11) (0.12) (0.11) (0.10)
# Observations 340 340 340 340 241 241 241 241
# Countries 92 92 92 92 67 67 67 67
m1=first order autocorrelation 0.01 0.00 0.02 0.00 0.00 0.00 0.00 0.00
m2=Second order autocorrelation 0.35 0.42 0.06 0.74 0.42 0.20 0.20 0.27
Hansen J test [p-value] 0.17 0.23 0.10 0.24 0.30 0.28 0.25 0.16

Note: Constants are not reported. Year dummiesaheded in all model specifications. t-statisti¢sSignificant at 1 percent, **Significant at 5
percent, * Significant at 10 percent. The SYS-GIvidults are two step estimates with heteroskeitgstionsistent standard errors are based on the
finite sample adjustment of Windmeijer (2005). nmtl an2 tests are p-values of the null of no firstesr and no-second order auto-correlation.
Hansen J tests are p-values of the over-identifsg@styictions for GMM estimators, appropriate sehetruments.
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